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Executive Summary

The purpose of the present Deliverable 7 of the UNITE project is to summarise the case studies on user costs and benefits with respect to the methodologies applied, data used and the results found. Special emphasis is put on the question of the generalisation of the results to different regional contexts. Table S-1 shows the modes, transport sectors and cost and benefit categories covered by the Case Studies 7A to 7J, Case Study 5G contained in Deliverable D10 of this project and of the additional note on rail congestion and Mohring benefits given in the Appendices I and II to this report in the UK (denoted as “UK”). 

Table S-1: Structure of WP7 Case Studies

	Mode and 
spatial relation
	Congestion costs
	Mohring benefits

	
	Passenger
	Freight
	Passenger
	Freight

	Road
	Inter-urban
	7A (F, B), 7B (F, D)
	7C D, CH, I), 7D (D)
	
	

	
	Urban
	

7E (B) , 7F (UK, AT, FI)
	

7E, 7F
	
	

	Rail
	7AB (CH), AP1 (UK)
	
	7G (SE), AP2 (UK)
	7J (EU)

	Aviation
	7I (ES)
	-
	7H (EU)
	-

	Waterborne transport
	-
	5G (SE)
	-
	7J (EU)

	Urban public transport
	-
	
	-
	


AP1/AP2 = Additional note on UK rail congestion and Mohring benefits (Appendix I and II)

The methodology to determine marginal congestion costs or Mohring benefits can be simplified into three steps, which give an indication of the basic data requirements: 

· Determination of a volume-time relationship: This relationship is given by engineering-style speed-flow curves in inter-urban road transport, by model outputs in urban road transport and by regression analysis in rail and air transport. 

· Monetary assessment: The values of travel time applied in the original case studies are not unique. Thus, in order to make the results comparable, in the urban road case studies 7E and 7F the different or non-existing monetary assessment of congestion had been replaced by the value of time recommended by the UNITE valuation conventions. In addition to the valuation of users’ time vehicle operating costs had been considered by a number of case studies. However, besides the study on congestion at Madrid airport and rail Mohring benefits in Sweden, they did not play a major role for the results. 

· The price elasticity of demand: Elastic demand is only considered as a model input in the road case studies. Case Studies 7A to 7D consider this as an external input, while the urban road case studies generate elastic demand as an internal model variable.  In the remaining case studies it is assumed, that the relative increases in fare due to the internalisation of external congestion costs or Mohring benefits are too small to have a considerable impact on demand and thus actual external effects equal optimal internalisation charges. 

The results generated by the Case Studies 7A to 7J can be classified into numerical results and analytical results. Numerical results give the magnitude of user costs and benefits within the case study specific environment and thus indicate the need for reforming current pricing systems. Analytical results provide insight into the shape and the determinants of cost functions and thus are important for both, the design of optimal pricing strategies and for the transfer of specific numerical results to different spatial, environmental or traffic-related contexts.  

· Analytical results coming from the analyses of model structures. 

· Numerical results generated by model applications or data analyses of particular cases. 

Both results are relevant for the practical design of pricing schemes on the basis of marginal user cost information. While the analytical results are of particular importance for the question of generalising cost estimates of a specific case, the numerical results found by the UNITE case studies indicate the magnitude, and consequently the relevance of cost and benefit categories by mode. Table S-2 summarises the input data used and the standardised quantitative outputs of the majority of the WP7 case studies. 

All case studies on road congestion costs were carried out using network models. For inter-urban travel the VACLAv traffic model was applied to the four trans-European corridors Paris-Brussels (7A) Paris-Munich (7B), Cologne-Milan (7C) and Mannheim-Duisburg (7D), while in passenger travel the SATURN model was applied to the cities of Brussels (7E), Edinburgh, Helsinki and Salzburg (7F).  Comparing the results it seems somehow surprising that that the values found for urban peak traffic diverge so much between different cities (5 €-ct. for Helsinki versus 25 €-ct. for Brussels) and that they in some cases are so rather close to the value found for inter-urban car travel (4 €-ct. as an corridor average). 

These result can only be partly explained by different local conditions, values of travel time and by the different demand elasticities used. In general we must conclude, that the models and their specifications chosen for estimating marginal costs and benefits have got an expressed impact on the results obtained.  But the results also indicate, that the common assumption, that urban congestion costs are always well above the costs of inter-urban congestion should be re-considered taking into account the various possibilities of users to react on cost internalisation within a finely branched urban road network. 

Table S-2: Transferability of parameters and results by case study

	Case Study by context
	
	Time-demand relationship
	Value of time and operating costs
	Demand elasticity
	Results

(magnitude)

	Inter-urban road congestion (trans-Europe)

- 7A, 7B (pass.)

- 7C, 7D (fr.)
	Mean values
	Engineering style functions (EWS)
	11-13 € / pass.-h

41-53 € / HGV-h
	-0.25 - -0.50


	Car: 4 €-ct./vkm 1)
HGV: 11 €-ct./vkm 1)

	
	Transfera​bility
	Only with considerations
	Possible e.g. by average income per capita
	With information on travel options
	Partly possible with careful considerations


	Urban road congestion 

- 7E (Brussels)

- 7F (multiple)


	Mean values
	Simulation output
	4.30 €/pcu-h
	Model output
	5-25 

€-ct./ car-km 2)

	
	Transfera​bility
	Only for cities with very similar structures
	Possible e.g. by average income per capita
	Only for very similar cities
	Only for cities with very similar  transport systems

	Rail congestion

- 7AB (CH)

- App. I (UK)
	Mean values
	Regression analysis / 

simulation model
	6.38 € / pass-h
	Not considered
	17-24 

€-ct./ train-km 3)

	
	Transfera​bility
	No, depending on Network, time-tables and operating policy
	Possible, considering income levels and share of trip purposes
	
	Not possible,  determined by supply policy

	Rail Mohring benefits

- 7G (SE)

- App. II (UK) 
	Mean values
	Regression analysis / 

simulation model
	2 €/p-hour 

headway time
	Not considered
	100-240 

€-ct./train-km$9

	
	Transfera​bility
	No, depending on Network, timetables and operating policy
	Possible, considering income levels and share of trip purposes
	
	Hardly possible, determined by supply policy

	Air traffic congestion

- 7I (Madrid)
	Mean values
	Analysis of records at Madrid airport
	15.9 €/pass.-h; 

5000 € / aircraft-h
	Not considered
	890-1189

€-ct./plain-km 5)

	
	Transfera​bility
	Partly possible considering airport size
	Possible, considering income levels and share of trip purposes
	
	Partly possible considering airport size

	Air traffic Mohring benefits

- 7H (Trans-EU)
	Mean values
	Analysis of records across Europe
	15.9 €/pass.-h; 

5000 €/aircraft-h
	Not considered
	186-1576

€-ct./ plain-km 6

	
	Transfera​bility
	Partly possible considering line density
	Possible (average European value)
	
	Partly possible considering line density

	Seaport congestion

-5G (SE)
	Mean values
	Regression on monthly statistics
	-
	Not considered
	0 Euro / ship-km

	
	Transfera​bility
	Problem of data availability
	-
	-
	Most likely

	Symbols: "pass." = passenger transport, "fr." = freight transport, "pkm" = passenger kilometre, "CH" = Switzerland, "SE" = Sweden, "UK" = United Kingdom. 

1) Average per corridor, departure time 8:00 h a.m. - 2) Optimal congestion charges; Network average in morning peak at 100% of demand; VOT adjusted to UNITE valuation conventions according to App. III. - 3) Morning peak traffic assuming an average travel distance of 34 km - 4) UK results assuming an average travel distance of 35 km/pass. - 5) Average additional delay costs 1996 - 1998 as a proxi for marginal external costs; assuming a delay probability of 20% and an average flight distance of 300 km. - 6) Average flight distance assumed: 300 km.


Congestion costs for rail traffic found by the case study on Swiss passenger services and by the calculations of RailTrack for the UK range between 17 and 24 €-ct. per train kilometre. In front of the absolutely different methodologies applied by the case studies (regression analysis on delay data in the Swiss case versus a train assignment model for the UK) it is amazing that the results are that similar in range.  Expressed in values per passenger-kilometre these values are only 5% of road congestion costs. The existence of Mohring benefits has been demonstrated in Case Study 7G on Swedish rail passenger services by first, applying a round trip optimisation model and in addition by analysing data on line density and trip demand. The major result was, that frequencies are adjusted with the square root of demand and that the average value of headway time is 2 € per hour.  Making use of these insights and considering the values on rail Mohring benefits found for the UK a range of 100 € per train-km for dense lines and 240 € per train-km for less frequented lines can be set up. 

Congestion costs in air transport have been studied for Madrid airport using demand delay data from 1996 to 1999 and actual costs of delays for passengers and airlines. Average delay costs per flight around 10 € per flight-km were found, which is much higher per passenger kilometre than the values found for road travel. Mohring benefits have been quantified for intra-European air transport ranging between 186 € per flight-km on dense lines and 1573 € per flight-km for low demand routes by analysing demand data from 1990 and 1998 between 24 European airports. Comparing to the rail case, they are much higher relative to a passenger kilometre, which is caused by the generally high load and the strict capacity limit of planes, which means a immediate relationship between demand and supply. 

Case Study 7J on intermodal freight transport has indicated that Mohring benefits exist. However, their magnitude could not have been specified. Concerning congestion costs at Swedish seaports Case Study 5G (Deliverable D10) has been revisited. Analysing queuing and in-port congestion effects on data from the port of Udevella from the 1970s has not indicated any congestion externality. 

Table S-2 also indicates the possibility of generalising the results to different spatial settings. These are based on the following observations: 

· For the value of time per mode and travel purpose we can use income levels to transfer values between time and spatial contexts as proposed by the UNITE valuation convention. 

· The mutual interference of vehicles is described by speed-flow relationships. simulation models or regressions of user costs over demand. While speed-flow relationships might be transferred between countries considering difference in driving behaviour, traffic rules and road conditions, time-demand relationships for complete urban road networks or for rail traffic must be considered as specific to a particular location. 

· The demand elasticity is depending on the users’ options to react on price changes and thus must be determined case by case, ideally within an intermodal network context by trip purpose or type of good shipped. Although it is often worked with a price elasticity of demand between -0.3 and -0.5 it is recommended to check this sensitive value carefully for each spatial context. 

The costs and benefits of user interference is in first place driven by traffic demand and therefore the slope of cost functions is much more decisive than specific values for setting sensitive pricing strategies. Nevertheless we can learn from the case studies, that congestion is highly important for road and air traffic, less important for rail and negligible for sea shipping. Mohring benefits on the other hand are of a considerable magnitude for low densely frequented lines in air as well as in rail transport and also exist to some extend in intermodal freight traffic.   

1 Introduction

1.1 Study Context and Purpose of this Deliverable

Within the UNITE project 10 case studies on the external costs and benefits arising from user interactions have been carried out. These comprise congestion and scarcity costs on the one hand and Mohring benefits on the other hand. While congestion costs in road transport have been studied well before, empirical evidence on the magnitude of congestion costs and Mohring benefits in both in public transport and scheduled transport of goods is rare. 

The knowledge of the economic costs arising from user interaction is considered an important information for the setting of welfare-optimal prices. Therefore, the UNITE case studies on external user costs and benefits aim at providing policy makers and economists with new information on these cost categories. These comprise three major items: The magnitude of marginal social user costs and benefits, the slope and the determinants of the underlying cost functions and the possibility of generalising case study specific findings. The transformation of the case study results into policy recommendations requires a number of additional considerations other than the knowledge of marginal social costs and benefits. This step will be done in subsequent deliverables within the final phase of the UNITE project.  

The purpose of the present report is then to summarise the case studies on user costs and benefits with respect to the methodologies applied, data used and the results found. Special emphasis is put on the question how the results can be generalised to different regional contexts. 

1.2 The Structure of this Report

The report is structured as follows: 

· Chapter 2 presents the 10 UNITE case studies on user costs and benefits as well as Case Study 5G on seaport infrastructure and congestion costs, which forms an annex to Deliverable D10. The chapter starts by providing an overview of the modes and transport sectors covered and continues by discussing the scope, the methodology applied and the data used by the case studies. 



Chapter 2, as well as the subsequent Chapters 3 and 4, is subdivided into two parts: First, a synthesis of all case studies, grouped by transport sector and type of effect is presented. In a second part this is followed by a more detailed discussion of each individual case study. The full reports of the case studies 7A to 7J are attached as annexes to this deliverable. 

· Chapter 3 presents the results and compares them to each other in the light of methodologies applied and data sets used. 

· Chapter 4 addresses the question of generalisation for each individual case study and seeks for a general consensus for all of them. 

· Chapter 5 finally concludes with some considerations on the results found by the study and indicates the  demand for further research. 

· The Appendixes I and II contain estimates of congestion costs and Mohring benefits for British rail traffic taken out of a study on surface transportation costs and charges in Britain, carried out by ITS, Leeds. 

The annex to the report is formed by the full descriptions of the case studies 7A to 7J

2 The Marginal User Cost and Benefit Case Studies

2.1 Summary of Case Studies

2.1.1 Scope of the User Cost and Benefit Case Studies

Within Work Package 7 of the UNITE project 10 case studies on the external costs and benefits arising from user interactions have been carried out. Table 2‑1 gives an overview of the main study purpose and the geographical location of the Case Studies. The table also indicates the annex, were the full description of the Case Studies is provided. 

Table 2‑1: Overview of WP7 Case Studies

	Case Study number
	Description
	Annex number

	7A
	Passenger road and rail transport Paris - Brussels
	A1

	7B
	Passenger road and rail transport Paris - Munich
	

	7C
	Freight road and rail transport Cologne - Milan
	

	7D
	Freight road and rail transport Duisburg - Mannheim
	

	7E
	Urban road transport in Brussels
	A2

	7F
	Urban road transport in Edinburgh, Salzburg and Helsinki
	A3

	7G
	Mohring benefits in Swedish rail passenger transport
	A4

	7H
	Mohring benefits in European air passenger transport
	A6

	7I
	Congestion costs at Madrid airport
	A5

	7J
	Mohring benefits in intermodal freight transport
	A7


Table 2‑1 shows that the Case Studies 7A to 7D are presented jointly in a single paper. For road congestion costs the series of case studies investigates the four corridors 7A to 7D, while for rail congestion a separate analysis of Swiss passenger services is carried out. As this does not relate to the road corridors, the rail congestion estimates within the Case Studies 7A to 7D are entitled as Case Study 7AB throughout this report. In addition, a note on rail congestion cost estimates in the UK is presented in the annex to this report. 

The case studies can be grouped by the following criteria: 

· The kind of effect analysed (costs or benefits)

· The transport mode (road, rail air)

· The spatial relevance (urban, inter-urban)

· The transport market (passenger, freight)

The case studies cover urban and inter-urban road, rail, air and waterborne transport. Urban public transport is not considered. For rail and air both, congestion costs (Case Studies 7AB and 7I) and Mohring benefits (Case Studies 7G and 7H) are considered, while the analyses for inland waterway transport and short sea shipping carried out within UNITE work package 7 are limited to Mohring benefits (Case Study 7J). In order to close this gap it is referred to Case Study 5G as a part of UNITE deliverable D10, were queuing and congestion costs at Swedish seaports are analysed. In road transport only congestion is considered, although in particular in the case of bus services Mohring effects exist. Passenger and freight services were not considered for all modes and cost-benefit categories. Freight transport was not subject to analyses for rail and air congestion cost estimates and for air Mohring benefit analyses. For rail transport it is argued, that freight services are much more flexible concerning travel times and routes and mainly use slots in off-peak periods or at night time. For air transport it is difficult to separate passenger from freight movement as they are usually carried in the same aircraft. 

Table 2‑2 shows the modes, transport sectors and cost and benefit categories covered by the Case Studies 7A to 7J, 5G and by the additional notes on rail congestion and Mohring benefits in the UK presented in the Appendixes I and II to this report (indicated as “AP1 and AP2”). The grey fields indicate, that analyses here are either of limited relevance only or do even not make sense from a theoretical point of view. 

Table 2‑2: Structure of WP7 Case Studies

	Mode and 
spatial relation
	Congestion costs
	Mohring benefits

	
	Passenger
	Freight
	Passenger
	Freight

	Road
	Inter-urban
	7A (F, B), 7B (F, D)
	7C D, CH, I), 7D (D)
	
	

	
	Urban
	

7E (B) , 7F (UK, AT, FI)
	

7E, 7F
	
	

	Rail
	7AB (CH), AP1 (UK)
	
	7G (SE), AP2 (UK)
	7J (EU)

	Aviation
	7I (ES)
	-
	7H (EU)
	-

	Waterborne transport
	-
	5G (SE)
	-
	7J (EU)

	Urban public transport
	-
	
	-
	


AP1/AP2 = Additional note on UK rail congestion and Mohring benefits (Appendix I and II)

According to the type of transport mode and the cost and benefit category the case studies are grouped as follows throughout this report: 

· User Costs in (individual) road transport (7A - 7F)

· User costs in scheduled public transport (rail and air) (7AB, 7I)

· User benefits in scheduled public transport (rail and air) (7G, 7H, 7J)

The subsequent sections contain summaries of the individual case studies. 

2.1.2 Methodological Approaches

Independent of transport mode, marginal external user effects at a given level of traffic demand are defined by the simple equation: 

Equation 1: 
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PC(Q) denote the private costs (= average costs), which the user perceives. PC(Q) is generally expressed as the product of the value of travel time (VOT) and the private time consumption PT(Q) perceived by the traveller, plus vehicle operating costs VOC(Q) (fuel consumption, wear and tear, etc.). The composition of PT(Q) might vary by mode of transport and cost / benefit category. E.g. for the determination of external rail congestion costs, PT(Q) denotes the delay time, while it denotes the headway time for the estimation of Mohring benefits in the same mode. In road congestion, PT(Q) denotes the load-dependent travel time. 

In the following, the function PT(Q) is called time-demand relationship. It can be defined by using commonly accepted functions, such as speed-flow relationships for roads (Case Studies 7A to 7F and Appendixes I and II) or it can be estimated case by case using demand data and information on delays or access times of users (Case Studies 7AB, 7H, 7I and 5G). A further possibility is to construct the time-demand relationship by applying simulation or optimisation models (Case Study 7G) or by referring to stated preference surveys (Case Study 7J). 

The second driving factor of the marginal external user costs and benefits is the value of time. This determinant is discussed in the following section on parameters and data. 

The Case Studies 7A to 7F define optimal marginal congestion costs as the internalisation charge at the traffic volume Q* in the equilibrium of marginal social user costs MCSoc(Q)=MCExt(Q)+PC(Q) and the demand curve D(Q). The demand curve represents the users’ willingness-to-pay for a particular traffic situation and as such it is dependent on the availability of all possible options to avoid increasing transport costs. These options are: 

· Route choice: Availability of alternative non-congested or non-priced routes. 

· Modal choice: Possibility and costs of shifting to public transport. 

· Departure tFreedom to select alternative departure times. 

· Destination choice: Freedom to choose between different destinations of the trip. 

· Travel decision: Freedom to decide not to travel or to join trips (e.g. home working, leisure activities, car pooling). 

The demand elasticity depends on the transport relation (e.g. location of the origin and the destination of the trip), on the trip purpose and on the constellation and the load of the transport system. In a fully developed transport model based on individuals’ choice, which is capable to consider the above choice alternatives, the demand elasticity is the result of the model application. If only partial models are available, the demand reaction has to be approached by an exogenous demand function. In the Case Studies 7A to 7F on road transport congestion costs, parts of the users’ options are determined by model applications while other parts are considered by an externally given demand elasticity.  

Table 2‑3 summarises the approaches towards the determination of the time-demand relationship PT(Q) and the demand reaction function D(Q) followed by the Case Studies 7A to 7J, the Appendixes I and II and 5G. 

Table 2‑3: Methodological overview of Case Studies

	Case Study
	Determination of time/Cost - Demand relationship
	Representation of demand elasticity

	7A-D (inter-urban road congestion)
	German EWS speed-flow relationships applied to international corridors by road type. 
	Route and mode shift reactions by results of the IWW VACLAV traffic model. 

Other demand reactions by plausible assumptions per country. 

	7E,7F (urban road congestion)
	Definition of speed-flow curves per link in the urban networks by the SATURN model. 
	Route and mode choice reactions by iterative multi-modal assignment process. Fixed function of total demand reduction by transport price level. 

	7AB (congestion in Swiss passenger rail)
	Regression analysis of hourly demand and train delay data. 
	Not considered. 

	7G (Mohring benefits in Swedish rail)
	Application of an optimisation model for a round voyage. 
	Not considered. 

	7H (Mohring benefits in European air traffic)
	Regression analysis of average adjustment-to-schedule times and passenger volumes on a sample of international routes. 
	Not considered. 

	7I (Madrid airport congestion)
	Time-series analysis of primary and reactionary delay costs for airlines and passengers caused by delayed flights. 
	Not considered. 

	7J (intermodal freight Mohring effects)
	IPI software based on a stated-preference survey of shippers’ behaviour. 
	Not considered. 

	App.l I+II:  UK rail congestion and Mohring benefits 
	Application of a slot allocation model for the entire rail network
	Not considered

	5G Seaport congestion
	Queuing model +  regression on observed data
	Not considered. 


In scheduled public transport (rail, air and shipping services) the private or average costs do not necessarily comprise only of the time and operating costs of the passengers or shippers. Depending on the scope of the congestion cost analysis they might as well include the costs arising for the operator. This issue is highlighted in Case Study 7I on congestion at Madrid airport, were it is shown, that a considerable amount of costs due to delayed flights arises for the airlines. Here overlaps with WP6 (Supplier operating costs) are inherent. Also Case Study 7G on Mohring benefits in Swedish rail passenger transport is closely related to the cost structure of the service supplier as this determines the capacity expansion path and thus the positive externality of additional demand. In Appendix II it is emphasised that the close inter-relationship of user externalities and marginal operating costs is expected to moderate the error of estimating congestion costs or Mohring benefits. 

In scheduled transport services the problem of congestion is closely related to the scarcity of slots. Scarcity costs express the profit or the benefit which can not be realised by an operator because he is not able to obtain the desired slots for reasons of capacity shortage. The high level group on infrastructure charging set in by the EC Commission proposes to quantify scarcity by estimating the operators’ willingness-to-pay for particular slots via an auctioning process. However, in the present case studies on congestion costs in public transport this concept is not followed due to political considerations against this approach and the current absence of information. 

Further, the problem of the externality of scarcity costs is raised. In case an operator is not able to obtain all the slots, as he himself uses them for other services, scarcity costs are internal. Otherwise, if there are conflicts between different operators, scarcity costs are (at least partly) external to the operators. For these theoretical and practical obstacles, the case studies on user costs in  rail and air services are limited to the estimation of congestion costs arising for the users (and partly for the service suppliers). 

Further considerations can be raised on the issue of externality of Mohring benefits
. It is common practice that in investment plans of new infrastructure or on the extension of P.T. services social costs are considered. One of the most decisive social cost categories are reductions of user time costs, including travel time and headway times. The contribution of the public hand to the investor’s costs is then partly or totally depending on the social benefit generated by the investment. It thus can be stated that at least part of the Mohring benefits are internal. On the other hand we can argue that using the concept of Mohring benefits instead of simple cost benefit analyses reflects better the optimal state contribution to the provision of P.T. services according to neo-classical welfare theory.  

2.1.3 Data and Parameters

The level of demand in relation to network or service capacity, the price elasticity of demand and the value of travel time are considered the main driving factors of congestion costs and Mohring benefits. For this reason, the description of the data sets used, the main parameters and other assumptions taken by the case studies is essential for the interpretation of their results. Moreover, the aspect of generalisation of the results is closely connected to the transferability of data and parameters. 

For the subsequent considerations we group the data as follows: 

· Data on transport supply: This category subsumes data on network capacities, cost changes in the case of capacity overuse, the level of service supply in public transport, etc. 

· Data on transport demand: Here, information on the level of demand, demand variations, and demand structures are summarised. 

· Parameters: The main parameters looked at is the demand elasticity and the value of travel time. 

Not each case study on user costs and benefits (compare full reports in the annex to this paper) present the data and parameters used in a sufficient level of detail or indicate the sources, were information is obtained from. However, the available descriptions allow to draw a picture of the inputs to the estimations of marginal social user costs and benefits. 

The explicit use of data on infrastructure or service supply and a description of what happens, if its capacity is approached or exceeded is not common to all case studies. Only the road case studies (7A to 7F) consider digitised road corridors (Case Studies 7A to 7B) or even full road networks (Case Studies 7E and 7F). These networks describe capacity and capacity restraints by link-specific speed-flow functions (Case Studies 7A to 7D) or by load-dependent delay probabilities at junctions (Case Studies 7E and 7F). 

The majority of case studies on scheduled transport systems (Case Studies 7G to 7J) approach infrastructure capacity limits by observations on delay probabilities or severity and the corresponding travel demand. The capacity function is then constructed by a regression of delays, delay costs or travel costs over demand. An exception is the approach taken by case study 7G, which provides a model on the behaviour of rail carriers in order to predict the effect of additional users, and Case Study 7I, which reports average delay costs at a single level of demand.

The source of traffic demand data might either be real census data or the output of demand models. In the case of network considerations, the use of modelled demand data is advantageous as the observation of all links in a detailed network consumes considerable resources. Further, the aim of network analyses is to identify the reaction of traffic on the introduction of congestion pricing. For the prediction of route shifts an assignment model is required, because static observed link flows do not allow the prediction of spatial shifts of demand. Thus, the modelling of transport demand is essential for the computation of congestion costs.  

The use of observed demand data is recommended only if such spatial demand reactions are not relevant or are too complex to predict. In Case Study 7AB on Swiss rail transport and in Case Study 7H on Mohring benefits in the European air market, entire networks are considered. In this case route changes of trains or airlines are out of the scope of the model. In the case study on Madrid airport, congestion pricing might influence the airlines’ or passengers’ decisions on travel routes. If landing fees are raised, indirect flights via Madrid airport might get less attractive. These effects had to be neglected, because a full network model of European air traffic was not available for Case Study 7I.  

In general we can conclude, that also in scheduled transport route choice effects can play a particular role considering the introduction of congestion prices, but their relevance is probably much less expressed than in individual transport. Given the complex decision problem behind traffic allocation in networks of scheduled transport systems, in most cases it is considered to be acceptable to neglect network effects. The application of the common approach to estimate demand-cost-functions by regression analyses in public transport, however, requires a careful check of the relevance of demand reactions in each single case. 

In the UNITE valuation conventions (Nellthorp at al. 2001) values of travel time for several modes, travel purposes and traffic conditions have been proposed. These values have been used by a number of case studies (7A to 7D, 7H and 7I). Other case studies, such as 7E, 7F and 7J) have applied own values
. In Case Study 7E an average value of time of 4.30 Euro per passenger and hour has been used, which is based on specific stated preference surveys of Brussels urban transport. Although this is value considered to reflect better the local conditions, the case study outputs have been adjusted to the UNITE valuation conventions (see Appendix III) in order to make the results of the single case studies comparable to each other. The same procedure has been followed concerning the results of Case Study 7F, which are originally expressed in units of time only. Following the recommendations on a different valuation of congested and non-congested travel time Case Studies 7A, 7B and 7AB have increased the value of time by 50% under congested or heavily delayed travel conditions. 

In freight transport the inter-urban road case studies 7C and 7D use country-specific values of time by HGV-hour between 42 € and 50 €. In contrast, the urban case studies 7E and 7F implicitly assign twice the value of a passenger car to goods vehicles, which is around 23 € per hour. This difference can be justified by the structure of urban goods vehicle fleets, were more light goods vehicles are employed. 

The different options of applying demand elasticities have been discussed in Chapter 4. The values used by the individual case studies (if dynamic demand is assumed) range from -0.35 to -0.5. In the urban road case studies demand elasticities are not explicitly given, but they could be estimated roughly consulting the calculation results. With the exception of the Edinburgh case, where a very coarse representation of demand structures and the traffic network was used, a demand elasticity of -0.2 was found. However, under the given uncertainty of these values a comparison of inter-urban and urban demand elasticities is not possible here. 

For scheduled transport services in the Case Studies 7AB, 7H and 7I inelastic demand was assumed. In Case Study 7AB on Swiss rail traffic this approach was justified by little values of external congestion costs, while for the air case studies 7H and 7I no respective data was available. In both cases neglecting demand reactions probably leads to an over-estimation of the effects calculated. In Case Study 7H this is because the values for Mohring benefits found are extremely high and in Case Study 7I Madrid Airport may be detoured by some transit flights due to the introduction of congestion charges. 

Table 2‑4 gives an overview of the data and parameters used by the individual case studies. 

Table 2‑4: Overview of data used by the Case Studies

	Case Study
	Infrastructure and capacity data
	Demand data
	Parameters

	7A-D (inter-urban road congestion)
	IWW road network; links by type, no. of lanes, gradient, etc. 

Section length ca. 1 km.  
	Modelled traffic flows based on UN and national counting post data. 

German demand patterns by type of road. 
	VOT (UNITE valuation conventions): ca. 12 €/car-h; 45 €/HGV-h. 

Demand elasticity -0.35 to -0.5. 

	7E (Brussels urban transport)
	Brussels capital model: ca. 5300 links, 4 road type + PT and non-motorised traffic. Capacity determined by junctions. 
	Planning scenario of the IRIS 2005 Master Plan; morning peak traffic. 101 zones for Brussels capital area; 184 zones in total. 
	VOT =  12.06 €/PCU-h (Appendix III) *

Implicit demand elasticity only via multi-modal traffic assignment. 

	7F (urban road congestion)
	Only road network representation of study areas; Capacity defined by nodes. Network size: Edinburgh: 1000 km, Helsinki: 12500 km, Salzburg: 8500 km
	Morning peak traffic: 

Number of zones: Edinburgh: 25, Helsinki: 145, Salzburg: 369.   
	No monitarisation / expression of congestion costs in time units *. 

Demand elasticity as function of changes in generalised costs. Range: -1 to 0. 

	7AB (congestion in Swiss passenger rail)
	Information on average train delays per hour
	Total demand and hourly demand patterns by type of trains. 
	VOT for normal travel time: 6.38 €/p-hour; delayed travel time: 9.57 €/p-hour. 

Demand elasticity: Ignored. 

	7G (Mohring benefits in Swedish rail)
	Cross section analysis: Service frequencies of a sample of ca. 30 railway lines **.  
	Cross section analysis with demand of a sample of ca. 30 lines **. 
	Parameters for estimating Mohring benefits: Locomotive operating costs, round trips per day **. 

	7H (Mohring benefits in European air traffic)
	26 international airports, 

469 O-D-relations. Scheduled of May 1990 and May 1998 from World Airline Guide. 
	Passenger density by the 469 routes from ICAO. 
	Average -European VOT according to UNITE valuation conventions: Average of all trip purposes: 15.6 € / passenger hour. 

	7I (Madrid airport congestion)
	Analysis of delays from 1997 to 2000 (before and after capacity enlargement at Madrid airport). Including primary and reactionary delays.  
	Number of passengers per flight, number of flights and types of aircrafts used in July of each year.  
	Hourly money value allocated by airlines to flights delayed >30 min. 

Passengers' value of delayed travel time according to UNITE valuation conventions. Airline operating costs per hour of flight delay and passengers' delay costs by assuming average occupancy rates and passengers' VOT. 

	7J (intermodal freight Mohring effects)
	Stated preference survey on shippers behaviour (ITI-Study) 
	Yearly demand by industrial sector **


	Shippers' operating and time cost values from stated preference study. 



	Note on UK rail congestion costs
	Capacity indicators and delay functions by track segment. 
	Average occupancy rates by type of service. 
	No information. 

	5G: Seaport congestion in Sweden
	Data on berths, berth utilisation, wait and service times
	Monthly statistics on port throughput. 
	No information. 


*: For the presentation of results in chapter 6 the VOT proposed by the UNITE valuation conventions is applied; **: Data, data sources and outputs are not quantified in the case study report. 

We can conclude that, due to different model structures, the input data used by the Case Studies 7A to 7J are not directly comparable. However, the knowledge of some basic values (e.g. the value of time), the context of demand data (e.g. morning peak demand in the urban road case studies) and some background information on the demand elasticity assumed, will contribute to a more objective interpretation and comparison of the case study results. 

2.2 Details of Single Case Studies 

2.2.1 Inter-Urban Road Transport (Case Studies 7A - 7D)

The Case Studies 7A to 7D follow two  objectives: 

(1) 
Quantification of the driving factors of congestion on inter-urban roads, 

(2) 
the  determination of congestion  costs along the corridors 7A to 7D for passenger and freight traffic and 

The driving factors of road traffic congestion externalities are analysed for a virtual road link using the speed-flow relationships defined in the EWS manual for Germany (FGSV 1997). Special emphasis is put on the investigation of different user groups and their characteristic marginal external user costs in relation to traffic volume. This task should give input to the analysis of a possible generalisation of congestion cost estimates for different spatial settings. 

The corridor analyses of road transport congestion costs form the core output of the Case Studies 7A to 7D. The four study corridors are designed for passenger (7A and 7B) and for freight traffic (7C and 7D), taking into account possible mode and route alternatives to estimate the users’ demand elasticity. The four study corridors are defined as follows: 

Table 2‑5: Corridor definition of Case Studies 7A to 7D

	Case Study
	Corridor
	Transport Market

	7A
	Paris - Brussels
	Passenger transport

	7B
	Paris - Munich
	Passenger transport

	7C
	Cologne - Milan
	Container freight transport

	7D
	Duisburg - Mannheim
	Bulk goods transport


Figure 2‑1 presents the location and the traffic loads of the four road corridors. 

Figure 2‑1: Traffic loads on the case study corridors 7A to 7D
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Source: IWW, Annex A1

Along the four corridors, marginal road congestion costs are defined as extra time and fuel costs due to an additional passenger car or HGV. They are calculated by a modified version of the European multi-modal network model VACLAV. The refined model allows a time-dependent multi-user assignment of congestion costs to passenger cars and HGVs according to their specific cost functions, values of travel time and demand elasticities. The user cost functions are composed of the speed-flow curves and fuel consumption functions of the German manual for road investments EWS (FGSV 1997). The value of travel time per passenger car hour was set according to the UNITE values of time per passenger and travel purpose in combination with an average European car occupancy rate, an average mix of travel purposes and national adjustment factors. Values of time per HGV are given directly by the UNITE valuation conventions. Values of demand elasticity are estimated per country on the basis of available results of the VACLAV model (e.g. Rothengatter and Doll, 2002) and considerations of the users’ time and destination choice. 

Although the corridors are mainly international, a number of input values (e.g. vehicle occupancy rates or traffic pattern over day) are based on German sources. Table 2‑6 below gives an overview of the parameters used and the data sources of the Case Studies 7A to 7D.  

Table 2‑6: Parameters and data sources for road Case Studies 7A - 7D

	Parameter
	Value
	Source / Comment

	VOT for passenger cars
	11.32 - 12.88 
€/v-hour
	UNITE valuation convention,

average occupancy rate,

national GDP/capita-factor

	VOT for HGVs
	41.20 - 52.59 
€/v-hour
	UNITE valuation convention,

national GDP/caipta-factor

	Demand elasticity of passenger cars
	-0.25 - -0.50
	VACLAV model estimates for route and mode choice reactions;

expert estimates of other reactions.

	Demand elasticity of HGVs
	-0.25 - -0.50
	VACLAV model estimates for route and mode choice reactions;

	Speed-flow relationships
	
	EWS manual for Germqany

	Hourly demand patterns by road type
	
	Measurements of the German Highway Research Institute (GASt).

	Network Representation
	
	VACLAV model database.

	Average daily traffic data (per road link)
	
	VACLAV model calculations based on UN counting post information.


v-hour = vehicle-hour
2.2.2 Brussels Urban Transport (Case Study 7E)

Case study 7E covers congestion costs of road passenger and freight traffic in the Brussels area. The traffic flows considered in the demand model cover inner-Brussels relations as well as traffic from and to the outside of the metropolitan area in the morning peak. Sensitivity analyses are carried out to demonstrate the variation of congestion costs with respect to the demand level. Further, the model also generates estimates of marginal social environmental and accident costs in order to demonstrate the relative importance of congestion costs among other categories of social costs. The question of environmental and safety costs is not carried on here as it exceeds the scope of this report. 

Total congestion costs are defined as the social costs, which are avoided when traffic volume is reduced to its optimal level (which is the intersection of the marginal social cost curve and the demand curve). The social cost curve is composed of additional user time costs, environmental costs and accident costs. Computing the additional social costs of an extra traffic unit then leads to marginal congestion costs (compare Equation 1 in section 2.1.2). 

The model used to calculate the marginal cost of congestion, accidents and environmental loads is composed of two main components: The Brussels  demand model and the Brussels road network assignment model. The demand model determines trips between zones by road and public transport considering time of day, location of zones, jobs, commercial activities, car travel time, P.T. travel time, car ownership rate and travel distance. Network loads are generated by running the modal spit model and the uni-modal assignment models iteratively until convergence is reached. The model is composed of 184 zones, of which 101 cover the Brussels metropolitan area.   

Figure 2‑2: Brussels region,  Case Study 7E
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The Brussels-Capital road network assignment model is a SATURN 9.5 simulation model. It contains four different road types: Motorways, metropolitan roads, arterial streets and local streets It includes 5305 links and 2032 intersections (1169 priority intersections and 575 traffic light intersections, 99 roundabouts and 189 intersections external of the limits of the dynamic model). 

The 2005 planning scenario of the IRIS Brussels Master Plan has been considered as the reference demand scenario in Case Study 7E. This O-D matrix, which describes morning peak traffic demand, is fixed with respect to transport costs. Thus, a variation of the demand elasticity does not play a role in this analysis. To investigate the level of optimal user charges with respect to changes in total demand, uniform increase/decrease of the global demand matrix from 75% to 125% have been tested:

The value of time used is taken from results of the EU-funded research projects EESTEEM and TRACE. The average value for trips travelled inside or to the Brussels region is 4.30 € per hour and passenger car unit (PCU). This value of time has been calculated for a similar geographical zone (Brussels and its periphery) and is considering a similar segment of trips (trips to Brussels at the morning peak hours). The same distribution of travellers by trip purpose and socio-economic sub-segment can be assumed.

For presentation purposes it is desirable to have all case studies using a unique methodology for setting the value of time. In Appendix III to this report such values have been calculated for the four urban case studies based on the UNITE valuation conventions. This value, which is 12.06 € / PCU-h for Brussels, replaced the original figure in the presentation chapters of this report. 

2.2.3 Multiple Urban Cases (Case Study 7F)

Case Study 7F applied the SATURN traffic assignment model to determine marginal congestion costs in the morning peak hours for the following three cities: 

· Edinburgh, 

· Helsinki and 

· Salzburg).

The Edinburgh network extends approximately 1,000 kilometres, covering all major routes within the city of Edinburgh and the surrounding Lothian region, including the road bridge across the Firth of Firth which is the main access point to and from areas to the north. Coverage of minor routes is limited. The Edinburgh demand pattern is subdivided into 25 spatial zones, which is a relatively coarse representation of real origin to destination movements. The work focuses on  morning peak hour conditions. 

The Helsinki network extends approximately 12,500 kilometres. It covers all significant routes across the Helsinki Metropolitan Area, including the two neighbouring cities of Espoo and Vantaa. It includes a rather detailed representation of the road network in the city centre of Helsinki. Therefore, the size of the study area is somewhat larger than in the Edinburgh application and there is, perhaps, a little greater coverage of the available routes within. The Helsinki demand pattern is subdivided into 145 spatial zones, providing a detailed representation of real origin to destination movements. As for the Edinburgh case, the Helsinki demand matrix describes morning peak conditions. 

The Salzburg network extends approximately 8,500 kilometres, covering all significant routes within the city and all other major approach routes across the region (and some beyond). As in Helsinki, there is a more detailed representation of the road network in the city centre. Salzburg is noted for the fact that it has a rather constrained road network, as a result of both its local geography (including a limited number of river crossing points) and the historic nature of development in the centre. The Salzburg demand pattern is subdivided into 369 zones, providing a very detailed representation of real origin to destination movements. Also for Salzburg morning peak traffic is investigated in Case Study 7F

SATURN system optimum assignment has been applied to all three model applications, assuming both fixed and elastic travel demand, for a range of input demand levels centred on  prevailing morning peak situations. Outputs from the fixed demand case provide estimates of  marginal external congestion costs within the networks under current conditions and show how these might be expected to change with the overall demand level. Outputs from the elastic demand case illustrate the potential impacts from imposing marginal cost pricing for road use within urban road networks.

The three urban areas studied in the Case Study 7F consist of demand matrices of varying levels of detail. The zoning systems vary between only 25 zones in Edinburgh to 369 zones in Salzburg. Calculations of marginal external congestion costs have been carried out with both, inelastic and elastic demand. The demand elasticities, which generally vary between 0 and 1, are described by a simple exponential function of changes in generalised costs, which was determined for three UK cities (May at al, 2001). An analysis of the results found by the study indicate demand elasticities between -0.2 (Helsinki and Salzburg) and -0.5 (Edinburgh). These estimates ignore the opportunity to save charges through route changes and thus the real elasticities used by the model might well be higher. 

The case study expresses congestion costs and operating costs in units of time. In order to make results comparable in particular to other road case studies, the same value of time based on a common UNITE methodology had been derived in Appendix III for the three cities investigated here (Edinburgh: 10.58 € / PCU-h, Helsinki: 10.67 € / PCU-h and Salzburg: 11.67 € / PCU-h) are been used to transform the results into monetary values in Chapter 3.2.3. 

2.2.4 Swiss Rail Passenger Transport (Case Studies 7AB)

Within the Case Studies 7A to 7D it was foreseen to determine marginal social user costs of rail transport along the four corridors. Unfortunately, information on demand levels and delay probabilities in rail passenger and freight transport for the respective countries was not available. Instead, rail congestion costs were determined using a data set on train delays and demand levels of January 2001 in Switzerland, which was originally used to determine rail delay costs for the UNITE pilot accounts presented in Deliverable 5 (Link et al. 2002). Consequently, the definition of the railway-part of the Case Studies 7A to 7D had to be refined. 

The information contained in the data set comprises of the number of arrivals and departures and the average delay per train and hour. The data is given as average figures across the important Swiss railway stations.  The degree of train delays is given as delays against schedule in the intervals 0-1 minute, 2-4 minutes and more than 4 minutes. The number of passengers  per hour is derived from monthly statistics and the distribution of trips over day. 

The value of travel time was set according to the UNITE valuation conventions, assuming the German mix of travel purposes (business: 6%, commuting: 71%, leisure: 23%.)  The weighted average VOT used is 6.38 € per passenger hour for normal travel time and 9.57 € per passenger-hour for delayed travel time. 

The elasticity of demand due to the internalisation of external rail congestion costs is neglected as no information was available. 

Out of the database it was possible to estimate a linear relationship between the number of train arrivals or passenger trips per hour and the average train delay. The number of passenger trips has provided a better basis for a regression analysis and thus it was preferred against the train arrivals as explanatory variable. The marginal External user costs then were determined in the common manner as a linear function of the number of trips, the coefficient between trips and average delay and the value of time. For the valuation of delays two models were considered: 

· Model 1 takes all delays against the scheduled arrival of trains into account. 

· Model 2 considers only delays equal and above 5 minutes against scheduled arrival. 

The computed train and passenger delays for both models are presented in Figure 2‑3. 

Figure 2‑3: Input data for case study 7AV
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In both models the value of time was increased by 50% in the case of delays of five minutes and more compared to normal travel or small delays. According to the accounts methodology set out in Link et al. (2001) Model 2 is the relevant one for determining total costs as it omits small delays, which are not considered to result in a measurable economic loss. For the marginal cost case Model 1 is preferred as it is consistent with the measurement of road congestion costs. Nevertheless, in the subsequent chapter the results of both models pare presented. 

2.2.5 Congestion Costs at Madrid Airport (Case Study 7I)

Case Study 7I analyses in detail the process of generation of flight delays at Madrid airport, using data on programmed and actual arrival/departure times for passenger flights.  Two basic objectives are pursued: (i) understand the phenomenon of airport congestion; and (ii) evaluate congestion costs both for passengers and airlines.

The period of reference is 1997 to 2000. This is quite interesting for the analysis, because Madrid airport has enlarged its capacity between 1999 and 2000 (from 50 to 68 maximum flight movements per hour). It is then possible to analyse what is the impact of this expansion over delays and congestion costs.  The number of passenger flights per month (arrivals plus departures) increased during this four-year period from 20,800 to 29,377.  

Delays in air transport are defined as actual arrivals, which are more than 30 minutes behind the programmed arrival of aircrafts
. This deviation from the practice in the UNITE accounts (delays count from 15 minutes arrival behind schedule) can be explained by two facts: First, Case Study 7I is mainly interested in the delay costs for airlines, and here, the 30 minute benchmark is common practice. Second, by concentrating on heavy delays only it is more straightforward to analyse the consequences of delays on the entire network of flight routes connected to Madrid airport.  Moreover, in terms of total lost times, our statistics for Madrid airport show that delays between 15 and 30 minutes are really of minor importance compared to those delays longer than 30 minutes.

For the generation of these delays a number of driving factors are listed and it is emphasised, that frequently initial delays impose further delays at other airports and throughout a long period of time. Thus, the network context must be considered when estimating marginal social congestion costs. Although it can be assumed, that most delays in Spanish airports are more or less related to lags of capacity at Madrid airport, its embedding within an international network of airports causes considerable difficulties for the treatment of international flights. The option chosen then has been to add up all delays experienced by flights using Madrid airport during some periods of reference.  Nevertheless, information is presented separately for arrival and departures, and it is also feasible to determine what part of total congestion costs refers to national and international flights.

In the case of Madrid airport, detailed data on actual number of passengers per flight exists for 1999 and 2000. For the other two years in the sample (1997 and 1998), the other approach based on aircraft types was used.  Overall, the quality of data on total passengers’ extra time due to flight delays is quite satisfactory. The valuation of time for passengers is based on the values established for UNITE (Nellthorp et al, 2001): 21 €/hour for business passengers and 15 €/hour for leisure travellers. Under the assumption of 15%-85% weights, this results in an average value of time of 15.9 €/hour.

Given the uncertainty about hourly rates to evaluate congestion costs for airlines, and the large number of companies using the airport of Madrid, a value of 5,000 €/hour is used in this case study. This assumption is based on an approximate average of the existent studies, and it is considered a reference for the average plane using the airport (around 135 seats). As information on the type of plane suffering delays is available, airlines’ congestion costs are calculated based on different hourly rates for groups of aircraft classified according to size. 

Information used for this case study are data on all arrivals and departures from Madrid airport, during a month of reference (July), which is studied for each of the four years within the period 1997-2000.  Data was obtained from AENA (Aeropuertos Españoles y Navegación Aérea), a public institution that owns and manages the system of main Spanish airports.  AENA is also responsible for air traffic control in the Spanish airspace.

Figure 2‑4 illustrates the delay situation at Madrid airport for different observation intervals. Considering daily developments (graph a) it can be seen that average delays steadily increase over day, which indicates the existence of considerable spill-over effects. Graph (

b) shows the delay development in July 2000. Against the relatively stable figures of flight movements and passenger demand at working days the fluctuations in average daily flight delays turn out to he very high. Consequently, a regression analysis on the basis of daily data does not lead to convincing results. Finally, Graph (c) presents annual data (measured as the average delay in July of each year).  A regression on this data is not recommended as the capacity of Madrid airport was enlarged between 1998 and 1999 and thus the pre-requirement of fixed capacity, which is needed to determine short-run marginal social costs. is not given.  

Figure 2‑4: Delay data for Madrid airport

	(a) development of average hourly departure delays over day
	(b) development of average daily delays in July 2000
	(c) Development of average monthly delays (July) from 1997 to 2000
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Source: EIET, Annex6

On the basis of this data the average flight delay within the time interval considered at Madrid airport is expressed as a linear function of the number of delayed flights. According to the considerations raised above, Marginal congestion costs are expressed as the extra costs each delayed flight causes over the rest of flights (in terms of extra time imposed). This definition is diverging from the classical definition of marginal congestion costs as here in effect average costs are used as an approximation towards marginal costs. However, for a theoretically sound definition of marginal social congestion costs in air transport the network context must not be neglected and thus complex models and an enormous amount of delay data is required to describe the effect of an additional unit of demand (flight movement). Considering the spatial focus of the case study on a single airport, the chosen approach follows a scientifically acceptable way of approaching marginal social costs. 

2.2.6 Swedish Rail Passenger Transport (Case Study 7G)

In Case Study 7G the question is: how important is the jointness of capacity and quality in interurban rail passenger transport? Will the Mohring effect, which is fairly well studied in urban bus transport, also make a substantial difference for optimal pricing of medium- to long-distance passenger transport by rail? These questions are addressed by a case study of the Swedish railways. As many components of the function determining the Mohring benefit are known, the Case Study concentrates on the estimation of the value of headway time. The study methodology combines an optimisation model for a railway line and a cross-section analysis of rolling stock input and trip output of some 30 different lines in the Swedish rail network. 

The headway time includes several components: The waiting time of passengers at stations and the disposition time of passengers due to the non-availability of departures at the desired time.  The waiting time at stations will be half the headway time for frequent departures, but substantially less for less frequent departures, as passengers in that case start to consult time tables. The disposition time is generally valued much lower than the direct wait time. The concept of determining the general “value of headway time” incorporates both components and thus can assume a randomly distributed difference between passenger’s desired departure time and the actual departure. 

The method chosen to explore the headway cost is to study the trade-off that train operators make between increased costs for themselves of higher frequency of service, and lower headway costs for their passengers. For this purpose a cost model of a railway line is developed, where both producer and user costs are included. All factor prices are known to us except the headway cost, h(F) per trip, where F is frequency of service. The idea is to minimise the total costs and solve for h from the minimum cost condition. The options of the train operator to adopt service quality is reduced to variations in the number of locomotives (= trains) and carriages. The number and length of lines are assumed to remain fixed. 

The output of this step is the derivation of the pricing-relevant user cost as a function of supply and operator cost factors and user and demand attributes. To get a better understanding of the relationship of the value of headway time and the frequency of service, in a second step the Case Study analyses passenger demand on some 30 railway lines in Sweden. 

For the application of the railway line optimisation model, which results in a theoretical determination of the Mohring effect data on traffic demand, line characteristics, supplier costs (locomotives, engines), frequencies, rolling stock capacities and on user time valuation and its dependency on service quality is required. However, using some simple assumptions and relationships between costs and service quality the data requirement for estimating the Mohring effect reduces to: 

· The time costs per locomotive-hour and

· The number of round trips per locomotive and day. 

For the cross-section model, which delivers the shape of the headway cost function, the traffic volume (in passenger-kilometres per day) and the service frequency for a sample of railway lines is required. 

2.2.7 Mohring Benefits in Air Transport (Case Study 7H)

The main objectives pursued in Case Study 7H are the following:

· Discuss the applicability of the concept of Mohring effects for air transport

· Evaluate empirically the importance of these effects for the European air market

· Provide a methodological approach, which can be transferred to the context of other transport modes with scheduled services.

A sample of routes between European airports provides data on flight schedules, which has been exploited to evaluate the existence of positive externalities.  The change in supply conditions between 1990 and 1998 is the context in which Mohring effects are calculated.  Ideally, it would be interesting to examine what has been the impact of deregulation on the supply of air services (entry of new companies, changes in level of existent services, and so forth), for which it is necessary to allow a sufficiently long period of time for market forces to operate.  Unfortunately, data availability limits the analysis to 1998 as the latest year, which is a date relatively close to the completion of the deregulation process.  Nevertheless, the period chosen for the analysis is sufficiently long (eight years) for market conditions to have been substantially modified so as to allow the possibility of measuring benefits for passengers induced by changes in demand.

With respect to the separation between users benefits driven by demand and driven by deregulation, the type of Mohring benefits in this case study is time savings for all passengers generated by the entry of new users. We do not search for the causes of demand changes, of which one in the period 1990-1998 is deregulation. In this sense we think that the marginal estimates of Mohring benefits by this general approach should be valid in any context, though we believe that total values are in fact affected for the deregulatory process that the European industry experienced during the period of reference. Nevertheless, the separation of demand-driven and deregulation-driven user benefits would be a valuable information for optimal policy planning, but the current data situation does not allow for this kind of analysis. 

The methodology applied in Case Study 7H is to evaluate changes in travel times and adjustment-to-schedule times, resulting from variations observed in European airlines’ schedules between 1990 and 1998. For this purpose, a sample of 469 intra-European routes connecting the main European airports has been used. A sample of the flight routes considered is presented in Figure 2‑5. Travel times are calculated for each route as a weighted average including all flights (direct and indirect) operated in the route. It is assumed that passenger demand is distributed equally over day 
and that passengers wish to depart at full hours
. As flight departures are distributed nearly randomly over time, the latter approach comes close to the assumption of a random distribution of passengers’ preferred departure times combined with a regular time table as assumed in Case Study 7G. The adjustment-to-schedule time then results from the difference between preferred departure times and scheduled departures. 

Figure 2‑5: Sample of flight routes with a density above 25000 passengers per year. 
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Source: EIET, Annex5

In order to evaluate total time savings, the two type of impacts evaluated –changes in travel-times generated by changes in route networks, and changes in adjustment-to-schedule-times generated by modifications in flight departure schedules– are added. Mohring benefits or marginal time-savings induced by the entry of additional passengers are calculated by relating total time-savings to demand at a reduced number of routes, for which data on passengers can be regarded as of acceptable quality.

Collected data refers to flight schedules for direct and indirect flights (programmed departure and arrival times, plus connecting times), and some route characteristics (length, number of passengers).  Data on frequencies were obtained from the WAG World Airline Guides, a monthly publication with detailed information on flight schedules. The information used corresponds to the months of May 1990 and May 1998.  The second type of data corresponds to route length and passenger density, obtained from the publication Traffic by Flight Stage (ICAO).

Time-savings and -losses were evaluated by applying UNITE valuation conventions for travel times, using average European values for all routes, i.e. without correcting for national differences on income. Based on the assumption of business passengers representing 30% of total demand, this results in an average value of 15.55 €/hour
. It is assumed, that this value holds for travel time as well as for the adjustment-to-schedule time as for the latter detailed studies are not available and the UNITE valuation convention do not propose a suitable value. For small shifts in adjustment-to-schedule time this value is assumed to be much to high, but for major changes in the densities of departures / arrivals, which impacts the travel options of passengers in a decisive way, this value should be within the right order of magnitude, or could even be too low. An illustrative example can be to imagine a one day business trip. If flight plans are dens enough it will be possible to make the whole trip (including return) within one day, while otherwise at lease one overnight stay is necessary. In this case the willingness to pay for avoiding to stay overnight will most probably be very high. 

2.2.8 Mohring Benefits in Rail Freight Transport (Case Study 7J)

The objective of Case Study 7J is to estimate the external benefits resulting of an increased demand generated by increasing the service frequency in freight intermodal transport. The key relationship in the determination of whether external benefits per consignment exist is the response of operators to increased demand. External benefits only exist if operators respond to increased demand by increasing the service frequency. Larger/ longer vehicles, duplication of overnight services etc. do not lead to a frequency benefit.

The case study is dealing with three modes (rail, inland waterways and short sea shipping) and four industrial sectors (Automotive & Machinery, Chemicals, FMCG, Heavy metals). A stated preference survey on the value of modifying the frequency of services is used, which had been carried out on five different geographical corridors. It has been carried out for the IIT study (Integration of the Intermodal Transport in the supply chain) in 1998-1999, in collaboration with PriceWaterhouse-Coopers on behalf of the EC Commission,DG-TREN.

In Case Study 7J the Mohring effect in freight transport is estimated for the following corridors and modes: 

· Rotterdam - Basle - Rotterdam (Inland waterway - road), 

· Antwerp - Milan - Antwerp  (rail - road),  

· Antwerp - Bilbao - Antwerp (short sea shipping - road)

The available results are composed of  

(1) 
the intermodal transport market share resulting respectively of the current intermodal supply characteristics and the characteristics of new service to be tested, and 

(2) 
the resulting intermodal perception index (IPI). 

The IPI (Intermodal Perception Index) has been defined based on a quantitative utility function of shippers for intermodal services, which incorporates the results of the preference survey stated above. By a slight modification of the IPI software, it was possible to express shippers’ generalised costs as a function of demand levels. 

The core information source of Case Study 7J is a survey on shippers’ behaviour in terms of price and quality changes in intermodal transport. Transport cost information had been used to estimate functions of generalised costs depending on service quality and shipment price. To derive generalised costs as a function of traffic volume, the following data were used for each study corridor:

· Yearly demand by industrial sector. 

· Demand reactions on price levels

· Demand reactions on frequencies

The generalised cost functions of these input values are then processed into the IPI software. As the demand behaviour is directly asked from the shippers, common model parameters, such as the value of travel time, are not used by the methodology applied for Case Study 7J. 

2.2.9 Congestion and queuing costs at Swedish seaports (Case Study 5G)

A central point of investigation in Case Study 5G on infrastructure costs of Swedish seaports is, that the enlargement of infrastructure capacity is closely related to the short- and long-run development of user costs. In the short run, fluctuations in demand have got to cope with a fixed infrastructure, which results in queuing and congestion costs in case the infrastructure capacity is exceeded. In the long run, the infrastructure manager has got the opportunity to reply to excessive demand by enlarging capacity.  The marginal costs considered by the case study on Swedish seaports are: 

· Queuing costs of ships outside the port. 

· Congestion costs of ships within the port, 

· Stevedoring costs

· Port development costs. 

The costs for wear and tear of port infrastructure is almost negligible and thus it is not considered in the cost analysis. Out of cost categories listed above only the cost blocks "congestion" and "queuing" are within the narrow scope of the present report.  Port development costs and direct cargo handling costs are subject to the provision and operation of the port infrastructure and thus treated in Deliverable D10 of the UNITE project (Link et al. 2002). 

As indicated above, user costs are subdivided into queuing costs and congestion costs. Queuing costs are defined as the influence of port occupancy rate on the wait time of ships outside the port (queuing time).  The problem is analysed applying (a) a single berth model and (b) a multi berth model provided by elementary queuing theory.  In the analytical part of the case study the models are extended to cases were the length of waiting queues are limited (e.g. ships using alternative ports when wait times increase) and multi-stage models, were the function of the stevedoring company and storage capacities are considered. 

Congestion costs are defined in the classical way by the assumption, that ship service times and the costs of servicing (overtime surplus on wage rates) vary with the port occupancy rate. A central focus point of the case study then is to investigate, (a) whether congestion at seaports exists at all or not, and (b) if they exist, how they relate to the throughput or the utilisation of the port. 

Queuing costs are analysed empirically using monthly data on throughput by 20 groups of commodity, berth occupancy and total queuing times (in ship days) from January 1973 to June 1976 (42 observations) from the port of Udevella (Sweden). The 20 commodity types were aggregated to a single throughput indicator using stevedoring charges as weights. One out of the 42 observations is identified as an outlier and therefore two regression variants are considered, one with 41 observations and one with all 42 observations. The shape of the regression function of the total wait time Z with respect to the throughput Q or to the occupancy rate (, a simple exponential (ln(Z)=a+b(ln(Q) and ln(Z)=c+d(ln((), which are characterised by the constant elasticities b and d, is chosen. 

In addition to queuing costs, congestion costs appear when cargo handling times vary with the port occupancy. However, here it is emphasised by the case study, that this fact is often neglected because cargo handling efficiency strongly varies with the types of ships and cargo and there are numerous external factors different from traffic, which influence service times. The only empirical evidence on the variation of cargo handling times at hand are from the port of Stockholm and from the port of Udevella. The Stockholm data is from 1974 and comprisis information on ship laytimes along the quay, stevedoring labour inputs by type of cargo and weekly rates of utilisation of quays and cranes. The traffic of the Stockholm port has been on the decline and the downward adjustment of capacity naturally lag behind. 

The port of Udevella was selected for the case study as it was operating at a comparably high level of capacity for a time. In addition to the data of the period January 1973 to June 1976 as described above, stevedoring costs and ship laytime costs were collected for the congestion analysis. On the basis of this data the following relationship were investigated: 

· Service time versus port throughput. 

· Stevedoring costs versus port throughput. 

· The sum of stevedoring costs and service time costs versus port throughput. 

Two alternative forms of the regression function were used: the linear form y=a+bx and the exponential form ln(y)=(+( ln(x).  The ( coefficient in the latter form denotes the elasticity of the service and / or stevedoring costs with respect to the port throughput. It indicates the existence of congestion externalities if it is clearly greater than one. 

The data used for the port of Udevella involves the problem, that 41 out of 42 observations are within demand levels between 65000 and 170000 tons per month. Only for March 1973 a significantly higher demand level of 240000 tons is reported. This limits the confidence in the results of the regression model to some extend. 

3 Case Study Results

3.1 Summary of Case Studies

The results generated by the Case Studies 7A to 7J can be classified into: 

· Analytical results coming from the analyses of model structures. 

· Numerical results generated by model applications or data analyses of particular cases. 

Both results are relevant for the practical design of pricing schemes on the basis of marginal user cost information. While the analytical results are of particular importance for the question of generalising cost estimates of a specific case, the numerical results found by the UNITE case studies indicate the magnitude, and consequently the relevance of cost and benefit categories by mode. 

The analytical results found by the Case Studies 7A to 7J are as follows: 

· Case Studies 7A -D have re-confirmed, that the price elasticity of traffic demand and the shape of the speed-flow curve are most decisive for the level of optimal congestion costs. The HGV-share is only relevant for optimal congestion charges of HGVs.

· It is found by Case Study 7E, that varying demand in the morning peak in Brussels by +/- 25% leads to a variation on optimal congestion costs of +/- 55%. 

· The rail operator optimisation model applied in Case Study 7G on Swedish rail transport has demonstrated, that under some assumptions the Mohring benefits caused by additional passengers only depends on the time costs of locomotives and the number of round voyages per traffic day made by locomotive engines. 

· The analysis of various European airports in Case Study 7H has shown, that the type of re-defining schedules is absolutely decisive for the value of the Mohring effect. In particular at peripheric airports the substitution of direct by indirect flights has caused travel times to increase even though demand was growing. 

The optimal congestion charges calculated for passenger cars in inter-urban and urban traffic found by the Case Studies 7A to 7F show a rather random structured picture. At first sight it is obvious that the values in inter-urban travel range in a similar order of magnitude than the urban ones. This is surprising as the urban case studies have assumed peak hour conditions only, while in the inter-urban case the long travel times cause a mix of pea and off-peak conditions. 

Looking at the results of the urban case studies 7E and 7F it has to be recalled, that the underlying values of time are the result of the rough estimate carried out in Appendix III to this report. The rationale for not using the original values was (1) that the VOT applied by the Brussels case study was around three times lower than the suggestions of the UNITE valuation convention and that (2) the results of the three cities investigated in Case Study 7F were only expressed in units of travel time. It should thus be kept in mind that these values might not reflect local conditions very well, but enhance the comparability of results to other case studies. 

The results reveal, that urban congestion costs are well above congestion costs on inter-urban roads, but they are below comparable outputs of the TRENEN model. The reason for this discrepancy is, that the SATURN network model allows for detour reactions of the users, which broadens demand and reduces peaks on specific links.  With an average of 0.25 €/km the charges calculated for Brussels are clearly the highest. In the 7F cities congestion does play a much less important role, such that congestion charges range between 0.05 €/km and 0.17 €/km. 

For comparison: in the inter-urban case average congestion costs between 0.1 €/km and  0.16 €/km - depending on departure time - were found (compare Table 3‑5). The similarity of the urban and inter-urban results were caused by the adjustment of the value of travel time.  Considering a VOT of 4.30 €/km, the original results of the Brussels urban case study was morning peak congestion costs of 0.09 €/km, which is even below some estimates in inter-urban travel. The results of the road congestion Case Studies 7A to 7F are presented jointly in Table 3‑1.  In order to make all case study results within WP7 comparable to each other, the values are normalised to €-ct. per vehicle kilometre. 

Table 3‑1: Results of road congestion costs (summary)

	Average optimal congestion costs along inter-urban corridors, (Case Studies 7A - 7D)

Departure time: 8:00 a.m.
	Average congestion costs in several urban road networks (Case Studies 7E, 7F). 

Morning peak traffic

	
	€-ct./vkm
	€-ct./ pkm, tkm 

1)
	
	€-ct./vkm

	€-ct./ pkm

2) 

	7A: Paris - Brussels (car)
	4.2
	3.0
	7E: Brussels 3)
	25.2
	21.0

	7B: Paris - Munich (car)
	2.8
	2.0
	7F: Edinburgh
	11.6
	9.7

	7C: Cologne - Milan (HGV)
	8.5
	0.72
	7F: Salzburg
	16.4
	16.7

	7D: Duisburg - Mannheim (HGV)
	12.5
	1.06
	7F: Helsinki
	5.2
	4.3

	1) using a occupancy factor of 1,4 for passenger cars and 11,8t for HGV s

2) using a vehicle occupancy factor of 1,2

3) Original model output with VOT=4.30 € / PCU-h: 0.09 € / PCU-km

Source: Annex A1


In UNITE Work Package 7 congestion costs in public transport were only determined for passenger services. Considered were congestion costs in Swiss rail transport (Case Study 7AB), in UK rail traffic (additional note in Appendix I) and at Madrid airport (Case Study 7I).  In addition, Case Study 5G (Deliverable 10) investigates congestion costs at Swedish seaports, which is the only reference to freight transport. A comparison of the results found by the four case studies is rather difficult as the methodologies applied and the quality of the data used vary considerably (compare Chapter 2). 

Concerning the Swiss rail congestion estimates the results of the more expressed Model 1 (valuation of all delays) was selected according to the recommendations made in Section 2.2.4. To make the Swiss values comparable to the UK results, they have been transferred into € per train kilometre assuming a journey length of 35 km in peak traffic and 100 km in off-peak travel and train occupancy rates of 150 passengers in peak and 50 passengers in off-peak traffic. For both cases, low and high values are derived, were low in the Swiss case corresponds to off-peak traffic while high corresponds to peak traffic. In the UK case only average values for different train classes are available, and thus low corresponds to regional services (with a train load of 50 passengers and an average travel distance of 100 km) and high denotes London commuter trans (with an average train load of 150 passengers and a average travel distance of 34 km. The comparison of the three case studies is presented in Table 3‑2. 

Finally, an average congestion value of 0.41 € per train kilometre in peak traffic in Switzerland was found. This value is remarkably close to the results found in the UK case for London commuter trains. This similarity of results is in particular remarkable as the methodologies applied to both cases are totally different. However, it has to be taken into account that in the UK case it is not clear, to what extend the values include train operating  costs (which are not considered in the Swiss case) and which value of travel time is applied. The similarity of results might be accidentally and thus we can hardly conclude that the peak hour service quality in both countries is equal. The low values for both countries denote completely different market segments and thus are by nature not comparable to each other. 

The original results found by Case Study 7I on congestion at Madrid airport are expressed in € per delayed flight, where “delayed” means a discrepancy of programmed and actual departure or arrival of more than 30 minutes. For a cross-modal comparison of results these values had been transformed into € per 100 pkm assuming a constant delay rate (20%), an average aircraft occupancy rate of 130 passengers and an average travel distance per passenger of 300 km. Under these assumptions, for the year 1998 average congestion costs of 9.22 € per 100 pkm for all flights approaching or leaving Madrid was found. This value is roughly 30 times higher than the high estimates in the rail case. On the other hand, the values are of the same order of magnitude as those of the congestion costs found in road transport by Case Studies 7A to 7F. 

Table 3‑2: Comparison of SPT congestion values

	Case Study
	€ / trip
	€-ct / pkm
	€-ct./ vkm

	
	Low
	High
	Low
	High
	Low
	High

	7AB: Swiss railways
	0.07 1)
	0.095 2)
	0.074 1)
	0.28 2)
	3.7 1)
	41.9 2)

	Appendix I: UK railways
	0.28 3)
	0.075 4)
	0.280 3)
	0.29 4)
	14.0 3)
	44.0 4)

	7I: Madrid airport
	27.65 5)
	9.22 5)
	1189 *5)

	5G: Swedish seaports
	0
	0
	0

	1) Off-peak traffic: Travel distance 100 km, occupancy: 50 passengers. - 2) Peak traffic: Travel distance 35 km, train occupancy: 150 passengers. - 3) London commuter train: Travel distance 100 km, occupancy: 50 passengers.- 4) Regional train: Travel distance 35 km, train occupancy: 150 passengers. - 5) Monthly average: Flight distance: 300 km, plane occupancy: 130 passengers. 


It is emphasised in Appendices I and II that the nature of congestion occurring in scheduled transport services is different from road traffic congestion. While in the latter case single users interact and  cause unpredicted interactions, the degree of delays in rail and air transport is determined by decisions taken by the service operators. Considering the given service structure in rail transport as a mechanism, through which passenger interfer with each other there is obviously a relationship between demand and user costs, which can be taken to derive marginal congestion costs. But these are partly internalised as the operator is aware of possible congestion effects and adopts his supply policy accordingly. Only the degree of externality of SPT congestion costs is questionable. Nevertheless they provide useful information for setting pricing schemes as they indicate the severity of capacity bottlenecks in the networks and over time. 

Mohring benefits have been estimated for passenger services (Swedish railways, Case Study 7G and multiple European air traffic routes, Case Study 7H) and for combined freight traffic (Case Study 7J on railway, inland waterway transport and short sea shipping). In addition, Appendix II presents estimations of Mohring benefits for UK rail services. The outputs of the case studies on Mohring benefits are very different; quantitative estimates were only obtained for the European air Market and UK rail passenger services. The optimisation model application and the cross section data analysis of the Swedish railways allows some conclusions on the generalisation of the values as it confirms the square too law. This says, that number of departures is proportional tot he square root of demand. This indicates, that the UK results, which assume a linear relationship between the two variables, have to be reduced by 50%. The resulting values are indicated as results of Case Study 7G in the summary of results provided in Table 3‑3.   The negative signs indicate, that we are dealing with marginal social benefits rather than marginal social costs. 

 Table 3‑3: Results of SPT Mohring benefits (summary)

	Case Study
	€ / trip
	€-ct / pkm
	€-ct./ vkm

	
	Low
	High
	Low
	High
	Low
	High

	British Rail (App. II)
	-1.00 2)
	-2.40 2)    
	-1.0 3)
	-2.4 3)
	-100 4)
	-240  5)  

	7G: Swedish rail traffic 1)
	-0,50    
	-1.20  
	-0.5   
	-1.2  
	-50  
	-120  

	7H: European air traffic
	-4.30 6)
	-36.28 7)
	-0.62 8)
	-5.24 8)
	-186 9)
	-1573 9)

	7J: Intermodal freight
	-
	-
	-
	-
	-
	-

	1) 50% of UK values. 2) Derived from €/pkm by assuming an average travel distance of 35 km. 3) Derived from €/vkm by assuming an average train load of 100 passengers.  4) Regional train. 5) Inter city.  6) High density route: 25000 trips per year. 7) Low density route: 5000 trips per year.  8) Average flight distance: 300 km. 9) Average plain occupancy: 130 passengers. 


In Case Study 7G the results of the round trip optimisation model delivered a simple expression of the Mohring benefit, which is only depending on the operating costs per locomotive and on the current frequency of train departures. Further, it was possible to confirm the square root law and to derive a constant value of passengers’ headway time of 2 € per hour. 

The results of Case Study 7H gives the benefit caused by an additional passenger to all other passengers as a function of line density. For lines with very low density (below 25'000 passengers per year) the Mohring benefits found are very high (36.28 € per trip), while they are more moderate (4.30 € per trip) for lines with high density (above 250'000 passengers per year). 

The results of this case study had been obtained by comparing 1998 data to 1990 data. 
Within this time period the European air market was confronted with a massive de-regulation policy. New airlines were founded, airline alliances were formed and factor prices relevant for providing air services might have changed during that time. Thus it turns out difficult to separate the contribution of traffic demand to the increase of service levels from other market forces. However, we can argue that in the long run business activities and the resulting service offer to passengers is mainly driven by demand. Accordingly, the values presented by Case Study 7G for the European air market can be considered as an upper bound for the monetarised positive effect of additional units of demand. In particular the structure of the results, i.e. the difference of the Mohring benefits between highly occupied and low demand routes might help to find an optimal scheme for distributing state subsidies. Although total Mohring benefits are probably overestimated, the structure of marginal benefits expressed in terms of route densities are considered being policy relevant.

Comparing the results of congestion costs and Mohring benefits in air traffic we can conclude, that for small airports marginal Mohring benefits over-compensate congestion costs. For medium and big-size airports, in contrast, congestion is the predominant phenomenon.  With more specific statements we must be careful because the composition of the respective cost functions of the two case studies is different. While in the case of congestion at Madrid airport supplier costs and user costs are considered, the Mohring benefits calculated for the European air network solely comprise of users’ time costs. 

Case Study 7J on Mohring benefits in intermodal fright services did not deliver quantitative results. However, from the plots computed by the IPI software we can conclude, that Mohring benefits exist. Unfortunately, we are not able to conclude on the magnitude of the effect in monetary terms. 

3.2 Detailed Results by Case Study 

3.2.1 Inter-Urban Road Transport (Case Studies 7A - 7D)

In the first part of the paper, functions of welfare-optimal congestion charges in road transport have been determined by computing the equilibrium of traffic demand and marginal social user costs of a single road link. For a two lane motorway with a HGV-share of 15% and a demand elasticity of -0.35 congestion charges of 0.15 € / km for passenger cars and 0.34 € / km for HGVs were found.  These have been checked against the following driving factors: 

(1) 
Road type or speed-flow function. 

(2) 
HGV share, and 

(3) 
The demand elasticity.  

Among these, the demand elasticity is found to have the greatest impact on the level of congestion charges for all vehicle types. The impact of the HGV-share and the road type are only considerable for congestion costs of heavy traffic. Table 3‑4 presents the variations in congestion charges found for the three driving factors. 

Table 3‑4: Variations of congestion costs by cost driver

	Cost driver
	Congestion costs for passenger cars

(€-ct. / km) 1)
	Congestion costs for HGVs

(€-ct. / km)  1)

	Standard conditions: 

(2-lane motorway, HGV-share: 15%, Elasticity: -0.35)
	15
	35

	Variation of road type: 

(4-lane motorway - 2-lane rural road)
	15 - 16
	33 - 48

	Variation of HGV-share: 

(p = 10% - 30%)
	15 - 15
	32 - 72

	Variation of demand elasticity: 

(Eta(P) = Eta(G) = -0.1 - -1)
	26 - 10
	61 - 20


1) Current congestion costs before user reaction

It is not only the maximum congestion charge, which is defined for traffic characteristics close to (or beyond) stop-and-go conditions, which is relevant for setting pricing schemes, but also the development of congestion costs (or optimal congestion charges) with traffic density.  Figure 3‑1demonstrates this development for passenger (left) and freight vehicles (right) concerning different road types (top), varying shares of heavy traffic (middle) and different demand elasticities (bottom).  It is interesting to see,  that even though the HGV-share is irrelevant for the maximum charge level of passenger cars, congestion charges set in at a later stage of traffic volume the higher the share of HGVs becomes. 

Figure 3‑1: Development of congestion charges for different traffic conditions
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Source: IWW, Annex A1

The congestion functions have been applied to the four case study corridors 7A to 7D presented in Table 2‑5, were 7A and 7B focus on passenger transport and 7C and 7D focus on goods transport. Network definition, demand data and demand elasticities are based on the European network model VACLAV. Travel time was assessed according to the UNITE valuation convention. For each corridor, average user costs and  optimal congestion charges have been computed for several departure times. 

Table 3‑5 summarises the congestion costs for passenger cars (corridors 7A and 7B) and for HGVs (corridors 7C and 7D) for different departure times. 

Table 3‑5: Summary results by corridor for different departure times

	Corridor and 

considered vehicle class
	Average marginal external costs 

(internalisation charge) by departure time

(€-ct. per vkm)

	
	6:00 h
	08:00 h
	14:00 h
	20:00 h

	
	Curr.
	Opt.
	Curr.
	Opt.
	Curr.
	Opt.
	Curr.
	Opt.

	7A: Passenger car Paris - Brussels
	12
	3
	10
	 4
	19
	5
	1
	0

	7B: Passenger car Paris - Munich
	14
	2
	16
	3
	3
	1
	0
	0

	7C: HGV Cologne – Milan
	58
	10
	52
	9
	47
	8
	4
	1

	7D: HGV Duisburg - Mannheim
	83
	13
	78
	13
	89
	14
	16
	3

	"Curr." = External congestion costs under current traffic conditions, 

"Opt." = Equilibrium congestion charges. 

Source: IWW (Annex A1) 


The main findings from the corridor application are: 

· The equilibrium (or optimal) congestion charge is found to be only a fraction of the actual (non-internalised) marginal social congestion costs. In most cases internalisation charges are only 15% to 25% of the original congestion externalities. As freight vehicles cause clearly higher externalities, the reduction of external congestion costs is slightly higher compared to passenger cars. Thus, congestion charges of HGVs are less than twice the optimal charges for autos. 

· Congestion charges vary strongly with departure time. For journeys during nighttime congestion charges for passenger cars might be reduced by up to 100% compared to daytime travel. For HGVs a reduction of charges during the night of up to 90% was found

· In most cases of passenger travel congestion pricing reduces the travel costs perceived by car users significantly (up to 25%). I.e. the reduction in travel time over-compensates for the financial burden by road tolls. However, in some cases of passenger travel and in all cases of freight transport travel costs increase after the introduction of congestion pricing due to network effects.  

In road passenger transport average current congestion costs along the study corridors 7A and 7B vary between 0 and 17 €-cent per car-km, whereas the majority of distance travelled is priced by 5 €-ct./km or less for all departure times. The maximum current congestion costs in these corridors ranges around 90 €-ct./km. Concerning optimal congestion charges maximum values of 20 €-ct./car-km and average charge levels of 2-4 €-ct./car-km are received. The minimum equilibrium charge does not differ significantly from the minimum current congestion costs. For HGVs maximum current congestion costs of up to 190€-ct./HGV-km and average costs up to 27 €-ct./HGV-km were found. These result in maximum equilibrium charges of 25 €-ct./HGV-km and average corridor charges up to 14 €-ct./HGV-km.  To get an impression on the variation of these values, the following Figure 3‑2 presents current and optimal congestion costs along the study corridors of Case Studies 7A to 7D for a departure time of 8:00 a.m. 

Figure 3‑2: Corridor results of Case Studies 7A - 7D
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Source: IWW, Annex A1

3.2.2 Brussels Urban Transport (Case Study 7E)

The results of the Brussels urban case study are differentiated by cost category, type of area and type of road. Further, a demand variation from 75% to 125% of traffic volume in the morning peak had been applied as a sensitivity analysis A summary of the results is presented in Table 3‑6. The values are all expressed in the value proposed by Appendix III (12.06 €/pcu-h). The application of the original VOT of 4.30 € per km as done in Annex A2 leads to results, which are by a factor 2.8 than the ones proposed here.

At the 100% level, i.e. at the expected level of demand in the morning peak in 2005, marginal congestion cost are 0.09 € per pcu-kilometre.  This value is an average across all road categories and types of area.  

Congestion increases as we move towards the centre of the urban area.  Relatively to the city centre, it remains relatively high in the external, less urbanised part.  The reason for this is that this zone includes all the major highways leading to Brussels, where a lot of congestion occurs each morning.  

The most congested roads (i.e. the one with the highest marginal cost) are the urban roads (both main and local roads).  

Table 3‑6: Case Study 7E: Urban Congestion Costs by Level of Demand (summary)

	Demand variation
	Marginal external time costs (€ / vkm)

	
	Average
	by geographical area
	by type of road

	
	
	Centrum
	Rest of the region
	Out of the region
	Motor​ways
	Main network
	Local roads

	75%
	0.11
	0.14
	0.11
	0.11
	0.11
	0.14
	0.14

	100%
	0.25
	0.34
	0.28
	0.22
	0.22
	0.31
	0.28

	125%
	0.39
	0.53
	0.42
	0.34
	0.34
	0.48
	0.45

	Source: Value from Annex 2 with adjustments according to Appendix III


The figures presented in Table 3‑6 show a surprisingly low deviation of marginal external congestion estimates between road types and regions in Brussels. Although the tendency is according to common expectations, one would assume that the difference between these regions is considerably more than 50% higher in the city centre compared to the outer regions. The same holds true for the different road types, which should suffer from congestion to a considerably different degree. 

In the reference case of demand, marginal environmental costs vary between 0.019 €/ PCU-km in the centre and 0.016 € / PCU-km out of the Brussels area. In contrast to these low values compared to marginal time costs, marginal accident costs turn out to the very high. For a demand level of 100%  values between 0.65 €/PCU-km in the centre and 0.12 €/PCU-km outside Brussels are assessed. 

Multiple Urban Cases (Case Study 7F)

Case Study 7F has found that prevailing travel demands imply congestion costs ranging from 0.26 PCU-minutes per PCU-kilometre in Helsinki, through 0.65 PCU-minutes per PCU-kilometre in Edinburgh, to 0.92 PCU-minutes per PCU-kilometre in Salzburg. These values may be converted to money units, using a standard value of time of 0.18 €/PCU-minute according to values of time estimated in Appendix III. The respective money values are summarised in Table 3‑7. 

Table 3‑7: Case Study 7F: Average congestion costs by city
	Study area
	Congestion costs at 100% of demand in morning peak

(in PCU-min./PCU-km)
	Value of Time according to Appendix III. 

(in €/pcu-h)
	Transfer to money values 

(In €-ct. per:

	
	
	
	pcu-km
	car-km 1)
	GV-km 2)

	Edinburgh
	0.65
	10.59
	11.6
	11.6
	23.2

	Salzburg
	0.92
	10.67
	16.4
	16.4
	32.8

	Helsinki
	0.26
	11.67
	5.2
	5.2
	10.4

	1) 1 car-km = 1 pcu-km - 2) 1 GV-km (goods vehicle-km) = 2 pcu-km. 

Source: Annex 3 with adjustments according to Appendix III


The development of average and marginal social congestion costs with traffic levels computed by the SATURN traffic model for the three study areas is presented in Figure 3‑3. The units on the x-axes indicate the average capacity of the road network considered, which is very high in Edinburgh as here only the main road network is contained in the analysis. For all three cities we can conclude that the rise of marginal external congestion costs in the entire network is much less sharp than it is indicated by the functions for single road links (compare Figure 3‑1).  However, a final interpretation of the figures is difficult as it is unclear how close these traffic levels are to the capacity limit of the network. 

Figure 3‑3:  Development of relative marginal costs by traffic density in Edinburgh, Helsinki and Salzburg (Case Study 7F)
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Source: ITS, Annex A3

The investigation of the spatial incidence of congestion costs has shown significantly different patterns in the three cities, related to prevailing demand levels and local geography. This has suggested that practitioners looking for second-best pricing approximations may need to consider different approaches by location. Figure 3‑4 presents the relative congestion costs for the networks of Edinburgh (left), Helsinki (middle) and Salzburg (right). From these figures it becomes clear, that in some cases a pricing system, which is targeted to specific problem spots will turn out to be much more cost effective than introducing congestion charging on an entire urban network. 

Figure 3‑4:  Spatial distribution of marginal congestion costs in Edinburgh, Helsinki and Salzburg

	Edinburgh
	Helsinki
	Salzburg
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Source: ITS, Annex A3

Finally, estimates of the impacts of imposing marginal cost prices on the three networks has suggested that reductions in marginal external congestion costs of the order of a third to a half could be achieved. However, estimates for the total volumes of trips and traffic flows suggest that impacts may be very case sensitive. In some situations, perceived traffic levels may rise when pricing is introduced
, as the net effect of traffic shifted away from the considered network part and traffic shifted towards it from other locations might get positive. This problem can typically occur at secondary network parts, which serve as a fairly good alternative to highly loaded primary routes

Table 3‑8: Case Study 7F results: Differentiation by road class

	Road Type
	Passenger cars: €-ct./vkm
	Goods vehicles: €-ct./vkm 1)

	

	Edinburgh
	Helsinki
	Salzburg
	Edinburgh
	Helsinki
	Salzburg

	Urban motorways
	6.4
	11.2
	23.6
	12.8
	22.4
	47.2

	Main network
	19.0
	1.2
	26.3
	38.0
	2.4
	52.6

	Local network
	40.4
	2.0
	9.2
	80.8
	4.0
	18.4

	TOTAL
	11.6
	4.7
	17.9
	23.2
	9.4
	35.8


1) Assumption: 1 goods vehicles-km corresponds to 2 passenger car-km. 

The general trend for Edinburgh is one of increasing congestion towards the city centre. The distance travelled on urban motorways makes up around 66% of total travelling, meaning that the lower level of congestion found here tends to push down the network-wide estimate.

The values for Helsinki show that, again, there is significant (relative) variation in congestion by area. However, the absolute levels for all three areas are low, in what is known to be largely an uncongested network. The greatest external cost levels are found on the urban motorways, which cater for traffic across the Helsinki region. On the other hand, congestion is close to non-existant on the main approaches to the centre.

The main feature of the breakdown of congestion estimated to road classes in Salzburg is that the congestion estimate for the historic city centre is significantly lower than for the other two areas.

In all three cities studies the variation of congestion costs by type of area is significantly higher than the estimates for Brussels. An explanation might be, that the cities studied within Case Study 7F are smaller in size and moreover, the network definition is much less detailed than the Brussels road network. 

3.2.3 Swiss Rail Passenger Transport (Case Studies 7AB)

The results of the regression models 1 (all delays) and 2 (delays above 5 minutes only) on average delays per trip against the total number of passenger trips is presented in Figure 3‑5 

Figure 3‑5: Congestion costs in Swiss passenger rail services - results of Case Study 7AB
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Source: IWW, Annex A1

Table 3‑9 presents the main results: of the two models transformed into units of € per passenger kilometre and € per train kilometre. The parameters assumed for the transformation are indicated in  the Table. 

Table 3‑9: Case Study 7AB (summary): Rail congestion costs by time of day

	Time period
	Model 1: All delays
	Model 2: Delays >5 min. only

	
	€ / trip
	€-ct / pkm
	€-ct./ vkm 1)
	€ / trip
	€-ct / pkm
	€-ct./ vkm 1)

	Peak
	0,095
	0.279
	41.85
	0,039
	0.115
	17.25

	Off-Peak
	0,025
	0.074
	3.70
	0,010
	0.029
	0.50

	Night
	0,015
	0.044
	1.10
	0,006
	0.018
	0.44

	Average
	0,032
	0.094
	9.40
	0,013
	0.038
	3.80

	1) train occupancy rates considered for conversion: Peak: 150, off-peak: 50, night: 25 passengers. 


· For model 1 (all delays), congestion externalities of .010 € per trip in the morning and the afternoon peak are calculated. In the off-peak period the marginal external user costs range around 0.03 € per trip
. 

· Model 2 (only valuation of delays above 5 minutes) delivers congestion externalities of roughly 40% of those presented by Model 1. Due to the linear definition of the volume-delay relationship, this ratio holds for all times of day. 

The basis for the delay analyses were statistics of train delays against programmed departures and arrivals at stations. Thus, for technical reasons congestion costs were expressed in Euro per trip rather than per kilometre. Using an average trip distance of 34 km, these values can be expressed in Euro per passenger kilometre. As indicated in Table 3‑2, train occupancy rates of 150 passengers in peak, 50 passengers in off-peak and 25 passengers in night services were considered. 

3.2.4 Congestion Costs at Madrid Airport (Case Study 7I)

A descriptive analysis of flight delays provides interesting information to understand better the process of delay generation.  Three main findings can be highlighted: 

· Arrival and departure delays are highly correlated, 

· There exist spill-over effects between one-hour intervals, 

· Expansion of capacity at Madrid airport has slightly eased congestion.

Results indicate that total annual congestion costs for passengers may vary within a range between 235 and 587.6 million Euro, depending on the value of time chosen for evaluation purposes. These costs include extra costs for the airlines (5000 € / aircraft-hour) as well as additional time costs for the passengers (15.9 € / h). These figures represent an average over all aircrafts approaching Madrid airport. 
It is argued that the additional costs for the airlines are imposed on the passengers’ ticket prices and thus represent a part of user costs. 

The data on flight movements and average delays at Madrid airport did not show a significant  relation between the two variables.  Therefore, the case study relates marginal costs to additional delayed flights and does hence not allow deriving welfare-optimal prices. However, the case study results show very clearly the significance of delay costs and their variation over time from 1997 to 2000 (see Table 3‑10

 REF _Ref9840971 \h 
 \* MERGEFORMAT Table 3‑10).  

In order to make the results found for Madrid airport comparable to other SPT case studies, the average delay costs per aircraft movement (LTO-cycle), passenger trip and passenger kilometre is derived from the output of Case Study 7I. This estimate is based on the following simple assumptions: 

· Congestion situation at other airports is similar to Madrid. Therefore, the costs caused by delayed arrivals and delayed departures found in Madrid are added to obtain the full costs of an LTO-cycle or a passenger trip. 

· The probability of delayed flights is constantly 20% (AEA delay report 2000). 

· The average number of passengers per flight is 130. 

· The average travel distance is 300 km. 

In fact the average additional costs would equal marginal external costs in the case of a linear relationship between average user costs and traffic demand. The original results of Case Study 7I for the years 1997 to 2000 and the average congestion costs calculated using the above assumptions are presented in Table 3‑10
Table 3‑10: Congestion costs at Madrid airport

	
	July 1997
	July 1998
	July 1999
	July 2000

	Original results: Additional costs per delayed arrival / departure

	Arrivals (1000 €)
	6.59
	9.25
	7.88
	7.07

	Departures (1000 €)
	6.76
	8.72
	8.34
	6.71

	Normalised results: Average additional delay costs per flight, trip and passenger-km 1)

	Costs per flight (€) 2)
	2670
	3594
	3244
	2756

	Costs per passenger (€) 3)
	20.54
	27.65
	24.95
	21.20

	Costs per aircraft-km (€-ct.)
	890
	1189
	1081
	919

	Costs per pkm (€-ct.)
	6.85
	9.22
	8.32
	7.07


1) Used as an approximation for marginal external congestion costs. 

2) Assuming an average probability of flights being delayed more than 30 min. of 20%; 

3) Average flight distance: 300 km. 

One must be aware, that the transfer of the results found by Case Study 7I to values per passenger kilometre is based on very rough assumptions, which might easily vary by a factor two or three, when different aircraft occupancy rates or travel distances are used. 

3.2.5 Mohring Benefits in Swedish Rail Transport (Case Study 7G)

The optimisation model and the assumptions taken throughout Case Study 7G lead to a constant value of the marginal external Mohring benefit per additional passenger of a single railway line. This is MBExt = a / k, were a is the hourly operating cost per locomotive and k is the number of round voyages per traffic day made by locomotive engines. 

The approach towards the determination of the Mohring effect and its resulting functional form determined here is different from the approach found in literature. As demonstrated in Appendix II, the PETS project had assumed that occupancy rates in passenger rail services remain constant  and that frequencies vary continuously with demand. The Mohring effect then was found to be 0.5*h*VOT, were h denotes the user’s headway time (= 1 / frequency) and VOT denotes the value of wait- or headway time.

A cross-section study of the number of train departures per day and the total number of passengers per day on 32 lines of widely different distances in the Swedish rail network reveals that, if frequency of service is plotted against the square root of the number of passengers per line kilometre a linear function with the origin as starting-point fits the observations extremely well as indicated by Figure 3‑6. 

Figure 3‑6: Frequency of service versus the square root of passenger trips per 

kilometre in the Swedish rail network
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A railway line optimisation model shows that such a “square root law” applies in case the headway cost per trip is proportional to the headway, i.e. constant per unit of the time interval between train departures. For the Swedish railways a constant value of headway time per passenger and hour of 2 € was found.

The meaning of the square root law, which was confirmed by the case study is, that the simple assumption of constant vehicle occupancy rates over-estimate the Mohring effect by a factor two. In case detailed railway simulation models are not available, Mohring benefits might be approached by the simple equation M=0.25*h*VOT.  Using the headway time value of 2 € per hour found by Case Study 7G, the Mohring effect is 0.5 € per each hour of headway time interval. 

3.2.6 Mohring Benefits in Air Transport (Case Study 7H)

In Case Study 7H, airports have been grouped according to similar changes in the supply of flights in the routes departing from them. The groups thus formed are: (a) airports with substitution of indirect flights, (b) airports with increase in the number of direct flights, (c) airports with increase both in direct and indirect flights, and (d) airports with positive values for Mohring effects. The main conclusion of the analysis of results by airports is that the latter group of airports –all located at the periphery of Europe– have experienced time losses in the process of re-configuration of airlines’ networks.

For the whole sample of European flight routes, the average travel time per passenger has decreased by 0.19 hours and the average adjustment-to-schedule time has decreased by 0.15 hours from 1990 to 1998. This general trend, however, looks totally different for specific airports or routes. Total time saved by all passengers represented in the sample of routes chosen is quite large, amounting to 20.94 million hours or 325.6 million €

A final exercise with the obtained results for flight time ti and adjustment-to-schedule time tas is the econometric estimation of marginal Mohring effects. A non-linear relationship between the level of demand and total time spent by each passenger is found. This implies that Mohring effects are less important the denser a route becomes. Figure 3‑7 presents the adjustment-to-schedule time (a) and its development when 10000 additional passengers would enter the route (b) by route density. 

Figure 3‑7:  Average travel costs and line density in air transport

	(a) Adjustment-to-schedule time by route density
	(b) Development of average user costs with 10000 additional passengers by route density
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Source: EIET, Annex 5

Table 3‑11 shows the average saving in travel time and time costs per passenger as a result of 10'000 additional passengers per year for different route densities. The marginal benefit caused by one additional passenger to the entire system can be approximated by multiplying the savings in travel costs with the number of affected passengers. This pricing-relevant marginal benefit varies less with line density than the average cost saving per passenger.  

Table 3‑11: Marginal user benefits in air transport

	Route density
	Influence of additional passengers on average time costs 1)
	Influence of additional demand on total time costs (Mohring benefit) 2)

	Passengers per year
	Minutes / trip
	€ / trip
	€ / trip
	€-ct / 

pkm 3)
	€-ct. / 

aircraft-km 4)

	25,000
	-9.33 10-5
	-0.001451
	-36.3 (2)
	-5.24
	-1573

	50,000
	-2.66 10-5
	-0.000414
	-20.7  
	-2.99
	-897

	150,000
	-0.31 10-5
	-0.000048
	-7.2  
	-0.71
	-213

	250,000
	-0.11 10-5
	-0.000017
	-4.3  
	-0.62
	-186  

	1) Changes in time spent by each passenger (T = PCS) must be interpreted as the sum of changes in travel time (ti) and adjustment to schedule-time (tas)

2) This is the change in total time costs for the 25,000 existent passengers in the route generated by the entry of one additional traveler (i.e. the gain obtained by each passenger is equal to 0.00145 €).

3) Assumption: Average flight distance = 300 km. 

4) Assumption: Average occupancy rate = 130 passengers per aircraft. 


Although Mohring benefits can be so high as 30 € per additional passenger for low-density routes, for the average intra-European route (with 150-200 thousand passengers per year), benefits are much lower, around 5-7 € per additional passenger.

The high external benefits generated by an additional passenger in air transport for other passengers can partly be explained by the model structure. In Case Study 7H it was assumed, that demand is distributed uniformly over day and thus, the adjustment of departure frequency to demand is neglected. In particular on dense routes, morning peaks in demand for business trips go along which an increased number of departures compared to the daily average. On the other hand, the majority of holiday travellers are flexible concerning departure times. E.g. the adjustment-to-schedule times and the value of time imposed on it can be considered to be rather high. The results of Case Study 7H thus must be considered as upper limits of Mohring benefits, which can be expected from the entry of new passengers.  

3.2.7 Mohring Benefits in Intermodal Freight Transport (Case Study 7J)

Case Study 7J demonstrates, that Mohring benefits in scheduled freight services exist. However, their quantification as a function of demand is very difficult and depends strongly on case specific parameters of the demand structure and the service supply. Further, the demand reaction of shippers, which is implemented in the IPI software is more a hypothesis based on a number of stated preference surveys than a validated measurement. 

Figure 3‑8 presents the dependency of demand (relative to current demand) on fare (relative to current transport prices) and service frequency for each direction of the corridors Antwerp - Milan (rail - road), Rotterdam - Basle (inland waterway - road) and Antwerp - Bilbao (short sea shipping - road). These results of the IPI software indicate, that there are considerable differences in the elasticity of demand with respect to the transport price depending on the corridor and on the transport direction. In contrast, the influence of changes in the frequency on demand seems to be much less dependent on the transport direction than it is on the corridor4 itself or on the transport mode.  We observe the most drastic demand reaction for frequency changes along the inland waterway corridor Rotterdam - Basle, while it is relatively inelastic for particular levels of supply at the short-sea shipping corridor from Antwerp to Bilbao.   

Figure 3‑8: Dependency of demand, fare and frequency at the Case Study 7J corridors

	1a: Antwerp - Milan (Rail - Road)
	1b: Milan - Antwerp (Rail - Road)
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	2a: Rotterdam - Basle (IWW - Road)
	2b: Basle - Rotterdam (IWW - Road)
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	3a: Antwerp - Bilbao (SSS - Road)
	3b: Bilbao - Antwerp (SSS - Road)
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Source: STRATEC (Annex 7)

3.2.8 Congestion at Swedish Seaports (Case Study 5G)

The case study has investigated queuing costs and congestion at the port of Udevella (Sweden) using 42 monthly observations on ship arrivals, ship laytimes, throughput and stevedoring costs from 1973 to 1976. The case study findings are: 

· Marginal queuing costs are rising sharply when the port facilities are working close to their capacity limit. The main determinant of queuing costs is the service time per ship,  were it can be shown by queuing theory that the average service time is as important as its variance. 

· The multi-berth model has revealed, that average and marginal queuing time decreases when capacity and demand are increased by the same factor. I.e. there are considerable economies of the number of berths existing. 

For the empirical analysis of queuing costs a regression of the total queuing costs Z with respect to the aggregated throughput Q and the port occupancy rate (  was carried out based on 41 (or 42 alternatively) monthly observations.  The data is presented in Figure 3‑9. 

Figure 3‑9: Queuing times at he the port of Udevella 1973 - 1976

	(a)

Total queuing time versus port throughput
	(b)

Total queuing time versus berth occupancy

	[image: image37.png]ship-days





	[image: image38.png]ship-days







Source: EKI (Link at al. 2002, Annex 6)

The following exponential relationship was chosen on the basis of the observation data: 
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The best fit turns out to be the explanation of Z by (, which is in round numbers Z=43(3. Functions with a similar exponent (around 3) are reported for the port of Ashdod (Israel), were quarterly data has been used. On the contrary, for the port of Haifa (Israel) an exponent slightly above unity was estimated. These empirical results deliver much more smoothly increasing queuing cost functions than are derived by queuing models. 

Congestion costs at the port of Udevella were determined by a regression analysis of the berth occupancy rate ( as a proxi for total service times s with respect to port throughput Q. Two functional forms (the linear relationship (=a+bQ and the exponential form ln(()=(+(ln(Q)) and two sets of observations (41 regular versus all 42 observations) for each were estimated. The results are presented in 

Table 12: Result of regression analysis of berth occupancy and stevedoring costs on port throughput

	Form of regression equation
	Number of observations
	Port occupancy rate (
	Stevedoring costs X

	
	
	Constant

(
	Throughput coefficient

(
	Constant

(
	Throughput coefficient

(

	Exponential

Exponential

Linear

Linear
	41

42

41

42
	0.000243

0.000655

    -3.08

     6.79
	1.06

0.97

0.0005

0.0004
	0.101

0.234

     -13.369

1.183
	1.23

1.16

1.658

1.522


Figure 3‑10 illustrates clearly, that the berth occupancy rate (as an approximation to the service costs pership) and average stevedoring costs are highly correlated and thus dis-economies of scale can not be confirmed. 

Figure 3‑10: Berth occupancy and stevedoring costs at he the port of Udevella 1973 - 1976

	(a)

Berth occupancy versus port throughput
	(b)

Total stevedoring versus port throughput
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Source: EKI (Link at al. 2002, Annex 6)

The exponential form of the regression equation shows an elasticity very close to unity, and the linear regression equation bypasses the origin by an almost negligible intercept. This implies that a given increase in throughput will cause a proportional increase in the berth occupancy rate. Hence, there is no evidence of congestion costs in terms of longer service times. In fact, the impression of the case of 42 observations is that the input of ship time per ton of throughput may even fall slightly with increases in total throughput. This possibility is not as farfetched as it may first appear. The proportion of overtime work is an important factor in this context. If the port authority and/or stevedoring company have some influence on when ships should be worked on overtime, it can be expected that when other ships are waiting in the roads, the proportion of overtime work will increase. This may make for a reduction of the service time. If the proportion of overtime work goes up when demand is high, this should be revealed by the relationship between the total stevedoring costs and throughput. In other words, if the congestion costs do not show up as longer service times, they may appear in the form of increasing stevedoring costs.

In the same manner the elasticity of stevedoring costs as a function of port throughput was estimated (linear and exponential relationship for 41 and 42 observations).  Both, the linear and the exponential form indicate that the elasticity of total stevedoring costs with respect to throughput ranges around unity.  The (-coefficients, which indicate this elasticity, are greater than one in the case of 41 observations, but lower than one in case the outlier of March 1973 is considered. However, these results must be interpreted with care as the range of throughput values is rather narrow. For throughput ranges close to zero no observations are available, and thus fixed stevedoring costs can not be identified. 

Finally, regression were made on the sum of service time costs and stevedoring costs. The results indicate and elasticity (=1.12 in the case of 41 observations and (=1.04 in the case of 42 observations. These results do not lend support to the hypothesis, that the service costs of ships will increase with increases in the capacity utilisation. In other words, congestion externalities were not very pronounced or did even not exist at all at the port of Udevella in the period 1973 to 1976. 

4 Generalisation of Results

4.1 Summary of Case Studies

The level of marginal external user costs and benefits is determined by a number of driving factors: 

· The degree of mutual interference of users: This is usually obtained as a non-linear relationship of traffic demand and travel times, transit times (in case of goods), delays or waiting times. These demand-cost functions are well studied for road segments. For both scheduled and non-cscheduled transport, a network-wide approach is preferred. 

· The value of travel time: It is commonly expressed in monetary units per hour and depends on travel conditions, mode, travel distance, income and trip purpose in passenger transport and on type of commodity and type of logistics service in freight transport. 

· The demand elasticity: Levying congestion charges or granting subsidies on the basis of Mohring benefits provokes user reactions. These reactions are described by the demand elasticity, which is resulting from a number of possible user reactions. 

The transferability of estimates of congestion costs and Mohring benefits thus depends on the transferability of the driving factors. Table 4‑1 presents the parameters and the results of the case studies 7A to 7F, 7H, 7I, 5G and the Appendixes I and II and briefly classifies their transferability to different spatial contexts
. The values presented in the table show average figures giving an impression of the order of magnitude of parameters and results. For details one can refer to the previous chapters or to the annexes to this report. More detailed comments on generalisation and transferability issues are given below.  

For the value of time per mode and travel purpose we can use income levels to transfer values between time and spatial contexts as proposed by the UNITE valuation convention. Average values of travel time, which are depending on the mix of travel purposes and distances in passenger transport a transfer must consider national conditions. A general transfer rule can not be given as the difference between business and non-business values is very high. 

The mutual interference of vehicles on a single road segment is generally described by speed-flow relationships. They have a great influence on the sensitivity  and the level of congestion costs. The difference between speed-flow relationships used in different countries is high, as they are influenced by traffic rules (maximum speed, restrictions for heavy traffic, etc.), drivers’ behaviour, experience and risk aversion, road conditions, the composition of vehicle fleets and others. Furthermore, speed-flow characteristics in a single country or region vary over time as the driving factors mentioned above change over time. We must thus conclude, that speed-flow relationships, which are one of the most decisive determinants of road congestion, are hardly transferable over time or between countries.

The German speed-flow relationships used for the estimation of inter-urban road congestion costs in Case Studies 7A to 7D can be considered as reacting extremely sharp when traffic volumes are close to the road’s capacity limit. Respectively, congestion costs estimated based on these curves tend to be comparably high. Using more smoothly defined speed-flow relationships, estimates of congestion costs might easily be a factor two to three lower.  Further it is important which minimum travel speed is assumed by the speed-flow curves. The minimum of 20 kph on motorway (10 kph on rural roads) assumed by the German functions is considerably high related to assumptions taken by other European countries. The closer the minimum travel speed is to zero, the higher the congestion costs will be under extreme traffic conditions. Considering this fact,also the averaged congestion costs presented by Case Studies 7A to 7D might be representative for Europe (considering all other parameters to remain unchanged). However, for practical use the difference between peak and off-peak costs is an important information, and this strongly depends on the shape of the speed flow curves used. 

Table 4‑1: Transferability of parameters and results by case study

	Case Study by context
	
	Time-demand relationship
	Value of time and operating costs
	Demand elasticity
	Results

(magnitude)

	Inter-urban road congestion (trans-Europe)

- 7A, 7B (pass.)

- 7C, 7D (fr.)
	Mean values
	Engineering style functions (EWS)
	11-13 € / pass.-h

41-53 € / HGV-h
	-0.25 - -0.50


	Car: 4 €-ct./vkm 1)
HGV: 11 €-ct./vkm 1)

	
	Transfera​bility
	Only with considerations
	Possible e.g. by average income per capita
	With information on travel options
	Partly possible with careful considerations


	Urban road congestion 

- 7E (Brussels)

- 7F (multiple)


	Mean values
	Simulation output
	4.30 €/pcu-h
	Model output
	5-25 

€-ct./ car-km 2)

	
	Transfera​bility
	Only for cities with very similar structures
	Possible e.g. by average income per capita
	Only for very similar cities
	Only for cities with very similar  transport systems

	Rail congestion

- 7AB (CH)

- App. I (UK)
	Mean values
	Regression analysis / 

simulation model
	6.38 € / pass-h
	Not considered
	17-24 

€-ct./ train-km 3)

	
	Transfera​bility
	No, depending on Network, time-tables and operating policy
	Possible, considering income levels and share of trip purposes
	
	Not possible,  determined by supply policy

	Rail Mohring benefits

- 7G (SE)

- App. II (UK) 
	Mean values
	Regression analysis / 

simulation model
	2 €/p-hour 

headway time
	Not considered
	100-240 

€-ct./train-km$9

	
	Transfera​bility
	No, depending on Network, timetables and operating policy
	Possible, considering income levels and share of trip purposes
	
	Hardly possible, determined by supply policy

	Air traffic congestion

- 7I (Madrid)
	Mean values
	Analysis of records at Madrid airport
	15.9 €/pass.-h; 

5000 € / aircraft-h
	Not considered
	890-1189

€-ct./plain-km 5)

	
	Transfera​bility
	Partly possible considering airport size
	Possible, considering income levels and share of trip purposes
	
	Partly possible considering airport size

	Air traffic Mohring benefits

- 7H (Trans-EU)
	Mean values
	Analysis of records across Europe
	15.9 €/pass.-h; 

5000 €/aircraft-h
	Not considered
	186-1576

€-ct./ plain-km 6

	
	Transfera​bility
	Partly possible considering line density
	Possible (average European value)
	
	Partly possible considering line density

	Seaport congestion

-5G (SE)
	Mean values
	Regression on monthly statistics
	-
	Not considered
	0 Euro / ship-km

	
	Transfera​bility
	Problem of data availability
	-
	-
	Most likely

	Symbols: "pass." = passenger transport, "fr." = freight transport, "pkm" = passenger kilometre, "CH" = Switzerland, "SE" = Sweden, "UK" = United Kingdom. 

1) Average per corridor, departure time 8:00 h a.m. - 2) Optimal congestion charges; Network average in morning peak at 100% of demand; VOT adjusted to UNITE valuation conventions according to App. III. - 3) Morning peak traffic assuming an average travel distance of 34 km - 4) UK results assuming an average travel distance of 35 km/pass. - 5) Average additional delay costs 1996 - 1998 as a proxi for marginal external costs; assuming a delay probability of 20% and an average flight distance of 300 km. - 6) Average flight distance assumed: 300 km.


Congestion is a network phenomenon because traffic users try to minimise their generalised costs by using alternative routes, modes or departure times. In areas with dense networks analysis of congestion at a single road stretch does not make sense. Case Studies 7E and 7F therefore produce congestion costs for the respective urban road networks. The results appear to differ widely for the four cities. It was not possible to explain these differences by comparing simple indicators of capacity use, such as network length or line length by PCU-km. Also the differentiation of results by city area (centre / non-centre) and functional road classes (urban highways, main access roads, secondary roads) did not lead to a unique picture of the level of congestion costs. Thus, also for urban networks, we must conclude that estimates of congestion costs cannot be transferred from one city to another. 

Comparing the results found by the Case Studies 7E and 7F, which were generated by the SATURN assignment model, to other estimates (e.g. TRENEN-II-) we find them being surprisingly low. Within the TRENEN-II-URBAN project also a case study of Brussels for the year 2005 had been conducted (Proost and Van Dender, 1999). In this case study values of 1.8 €/vkm in peak and 0.55 €/vkm in off-peak have been derived. For the two estimates the same value of time was used, but the type of model applied is totally different. The TRENEN model uses only a single speed-flow curve per road type and does thus not explicitly considers possible route changes of vehicles, which might cause considerable spill-over effects between different parts of the road network. On the other hand, the TRENEN model endogenously considers changes of total traffic volume, which is not the case for the SATURN network model. We must conclude, that the type of model used to estimate congestion costs is heavily influencing the results obtained. We suspect CGE-Models (e.g. the TRENEN model) to over-estimate congestion as they neglect network effects, but this statement has not been proved yet. 

For scheduled public transport speed flow relationships are commonly not determined for single links or nodal points, as the usually high interdependency of services cause delays to spread out through wide parts of the network and over time. An exception is the determination of congestion costs at single airports (Case Study 7I). However, in rail as well as in air transport, whre travel times are programmed, network-wide approaches are preferred. For the determination of  relationships between traffic volume (usually the number of passengers or trips) and average delays or average wait times  (= headway or adjustment-to-schedule times) this means, that network models and network-wide observations are required. Here, the network configuration, the composition of time tables and the policy of the operator to react on delays occurring or on changing demand in the short and the long run, play an important role for the level of congestion costs and Mohring benefits. 

The remarkable similarity of results found for rail congestion costs in Switzerland and in the UK are to some extent a coincident and should not lead to the conclusion, that such estimates are easily transferable throughout Europe. For reasons mentioned above separate estimates should be performed per country and even for different time periods. 

In air traffic things are somewhat different. Here, the presence of many different operating companies (instead of usually one major railway operator per country) congestion probabilities are expected to be transferable between airports, as far as they have a similar  capacity and transport demand. 

The demand elasticity depends strongly on the options of the traveller. By changing travel routes, means of transport, departure times or by omitting trips travellers can react on congestion and on congestion pricing. As we consider optimal congestion charges as the external congestion costs in the equilibrium of supply and demand, the magnitude of potential user reactions (the demand elasticity) is dominating all driving factors of congestion charges. The level of the demand elasticity depends on the users’ options mentioned above and therefore must be determined case by case, ideally within an intermodal network context by trip purpose or type of good shipped. Although it is often worked with values of demand elasticities between -0.3 and -0.5, it is recommended to check this sensitive value carefully for each spatial context. In some cases, the elasticities might even be outside this range. 

The importance of the demand elasticity for the level of optimal marginal social user costs (benefits) is strongly depending on the ratio between marginal external user costs (benefits) and average user costs (benefits). In Case Study 7AB e.g. the increase of user costs due to congestion pricing in passenger rail services was so small (less than 1%), that the demand reaction would not impact optimal congestion charges to a measurable degree. 

Concerning the interpretation of the Mohring benefits derived for various modes some remarks have to be added. : 

· It is assumed to be a general attribute of scheduled transport that the level of service provision is determined by demand. In practice, this relationship is  very complicated as the operator has several possibilities to react on the presence of additional passengers. Some of these options result in lower costs for the existing passengers. This mix of options has been considered on the two case studies for passenger transport and Mohring benefits: 7G (Swedish rail) and 7H (European air market). In Case Study 7G the possible options (train length versus additional departures) was considered by an optimisation model and in Case Study 7H the real politics of airlines was captured by comparing real supply data. 

· Transferring the results of the two case studies to other situations one has to carefully check the options available to the suppliers and the likelihood of their application. In particular: In the existence of over-capacities or the need to apply to particular headway times (10, 20, 30 min. etc.), additional demand will hardly affect user costs. Especially in low densely populated areas, were public transport suffers of exactly these conditions and were the existing service level is due to political considerations, the Mohring benefit created by additional demand will practically be zero. On the other hand, if the current service is close to its capacity limit, the Mohring benefits increase with decreasing current service quality. 

· It has been emphasised before, that parts of the benefits created by additional (future) demand has already been considered when deciding on the extension of existing services and has already been internalised (at least partly) by state contributions based on cost-benefit-analyses including social costs. In this case the determination of Mohring benefits can be considered as the neo-classical alternative to determine welfare-optimal subsidy structures. In case of determining welfare-optimal user prices the the current state contribution to the operators need to be taken into consideration to determine the net externality of current Mohring benefits. 

· In general we must conclude, that the Mohring benefits in the short run are mainly relevant for services operating at their carrying capacity limit and which are not too much committed by rigid time table structures. This is particular true for the aviation market, where planes are usually highly occupied and where fixed headway intervals are not obligatory. Further market segments of relevance are urban P.T. services in peak hours, where time tables are not specified totally in advance (e.g. when extra lines are added according to current demand). For inter-urban rail services we usually must constitute the presence of massive over-capacities and the existence of rigid timetables. The calculation of Mohring benefits in this market segment follow a long-run investment strategy and are thus not primarily relevant for setting welfare-optimal pricing. 

The results of the additionally considered Case Study 5G indicate, that congestion does not play a major role concerning seaport traffic. According to the expert statements given in the case study, we tend to assume this being a general attribute of seaport traffic in Europe. 

4.2 Detailed Statements by Case Study

4.2.1 Inter-Urban Road Transport (Case Studies 7A - 7D)

Under the condition, that the functional form of the German EWS speed-flow relationships is considered as valid, the welfare-optimal congestion charges of road transport derived in this paper are considered to be transferable between different local contexts. However, a number of influencing factors need to be considered. These are: 

· The demand elasticity needs to be set very carefully by considering all possible travel alternatives of users (e.g. route choice, mode choice, flexibility in departure time shifts and the possibility for omitting trips). For this task, the use of network models is strongly recommended. 

· The impact of varying HGV-shares and different road types on HGV congestion costs can be taken out of the sensitivity analyses presented in Table S-2 and Section 5.1 of this paper.  In first instance, the congestion charges for passenger cars do not vary with changes in road type and HGV-share. 

· The value of travel time, which influences the level of congestion costs directly, can be transferred between geographical contexts as proposed by the UNITE valuation conventions. In addition, national compositions of travel purposes and vehicle load factors in passenger travel need to be considered. 

In case other speed-flow functions than the presently used German EWS functions are to be taken as a basis for the calculation of marginal congestion costs, a generalisation of the present results is not possible. Different speed-flow functions will strongly impact the slope (sensitivity?) and the level of congestion costs and the ratio between congestion costs of HGVs and passenger cars. 

4.2.2 Brussels Urban Transport (Case Study 7E)

The methodology used in this case study could be applied to other urban regions. This however requires the use of a transport network model for the region to be analysed. The work involved in building the network and an origin/destination matrix is important. If the model does not already exist for the region to be analysed, this might be a significant hurdle to the application of this methodology.  

For congestion costs, the value of time is generally considered to be proportional to disposable income.  It should thus be adapted to the local average revenue.  

 Finally it must be concluded, that each urban area requires a separate model application to determine welfare-optimal congestion charges. Consequently, the results found by case study 7E are not can not applied to set optimal congestion charges for other cities 

4.2.3 Multiple Urban Cases (Case Study 7F)

Investigation of the level and the spatial incidence of congestion costs has shown significantly different patterns in the three cities of Case Study 7F, related to prevailing demand levels and local geography. These results lead to the conclusion, that even the application of a unique modelling framework (here, the SATURN model) and the use of a constant value of travel time can not guarantee marginal external congestion costs to be similar. The transfer of marginal congestion cost estimates and thus of optimal user charges from one city to another is thus not possible. The spatial context, the network capacity and load, modal alternatives and other specific characteristics of urban areas must be considered. Even within the urban areas big differences between network parts are found by the case study calculations. We can conclude, that each urban area requires a separate model application to determine welfare-optimal congestion charges. 

4.2.4 Swiss Rail Passenger Transport (Case Studies 7AB)

The congestion costs estimated for Swiss passenger rail transport can hardly be generalised for the whole of Europe. Their transfer to other countries must take into consideration the design of timetables, the size of the network, delays of international traffic and train occupancy rates. The most important factor influencing rail congestion is the dimension of buffer times in the timetables, which allow the recovering of delays. 

Further, it is not possible to make any transfer from congestion estimates for rail passenger services to rail freight services is not possible. The different definitions of time tables and priority rules and the usage of different times of day for the main transport activities results in a totally different constellation of network load and train delays. 

In addition to this extension of Case Study 7A-7D, Appendix II presents estimates of delay costs in the UK carried out by RailTrack. Railtrack’s approach to estimating the costs of additional delays was to use historical data on delays and capacity utilisation to specify a function which could replicate the observed delays.  This involved identifying appropriate measures of delay and of capacity utilisation, identifying appropriate functional forms and then testing the strength of the relationship between incremental delay and capacity utilisation.  

4.2.5 Congestion Costs at Madrid Airport (Case Study 7I)

The values obtained for total congestion costs caused by flight delays on the users of Madrid airport are only indicative of what might be the situation for other European airports of similar size.  Although we suspect, at the light of punctuality statistics, that results would not be very different for some cases as Milan, Lisbon, Athens, Brussels or Rome (just to quote some congested airports of similar size to Madrid), it would be necessary to obtain data and perform the calculation of congestion costs for each case.

However, both the methodological approach and the required information are simple enough for this paper to offer some guidance for future work in other countries.  On the other hand, the characteristics of air transport are not in essence very different to other scheduled transport modes which might suffer from congestion problems (e.g. railways or ports). 
Therefore, this type of study could even be extended to analyse congestion in other modes. 

Apart from the basic methodology set out by Case Study 7I, mode-specific characteristics make the transfer of results impossible. This statement is illustrated by the example of container shipping: With container ports congestion practically never exists as there is generally over-capacity, in West Europe at least. Assessment of congestion costs is done by applying queuing tables for specific situations, resulting in waiting time/service ratios, or under certain circumstances (with respect to tide and draft of ships) by applying simulation. As schedule accuracy of containerships is less than with airplanes, the greater random element allows application of said tables.

4.2.6 Mohring Benefits in Swedish Rail Transport (Case Study 7G)

In Case Study 7G the argument is raised, that the calculation of the price-relevant marginal cost of rail transport should be based on the actual supplier behaviour, rather than on a hypothetical “optimal” adjustment of train services. For the generalisation of results on Mohring benefits (as well as on rail congestion costs) this implies, that the philosophy of service provision must be transferable between the study area and other railway markets. As this can not be presumed in general, the generalisation of marginal user benefits (and costs) in rail transport is not possible. 

4.2.7 Mohring Benefits in Air Transport (Case Study 7H)

In summary, it can be observed that the methodology proposed in this work can be easily transferable to other contexts, and the type of information required is relatively simple to obtain.  It would be interesting to extend the evaluation of Mohring effects to all transport modes, in order to have an idea of the positive externalities present in the activity of transport, and its relative importance for different modes.  

Regarding the application of our results derived for the European air sector to other regions, or periods of analysis, the values of time savings obtained indicate that, although the values per passenger might be relatively small on average for dense corridors, the magnitude of Mohring effects is quite substantial for them to be worth studying.  Although the figures on total effects are only valid for the particular context where they have been calculated, the marginal analysis presented in section 5 is applicable to other European air routes, even if not included in the sample.

The marginal non-linear relationship found between route density and time savings generated can be considered as robustly estimated.  Therefore, the empirical form of the relationship between demand and adjust-to-schedule time can be used to estimate marginal Mohring effects for any route, only with information of its density.  It must be remarked, however, that results are considered to be valid for European air markets, and should not be immediately transferrable to the context of other world regions.

4.2.8 Mohring Benefits in Rail Freight Transport (Case Study 7J)

The values obtained in the case study are based on the IPI prototype model. They can be used as a first approximation. However the following aspects have to be considered in terms of the generalisation of results.

· The geographical scope of the IIT study is limited.

· The prototype is a first run of potential investigations: In-depth analyses would allow to get more precise results; for example, the pilot analysis did not consider a segmentation by type of good transported by the industrial sector of the shipper.  The experience shows that a finer typology of goods should be adopted.

· The prototype model is based on the following hypothesis : the dispersion of the shippers’ behaviour is the same in the survey as in the reality. Generally, this hypothesis is not verified. A scaling factor reproducing the actual dispersion of the shipper’s behaviour is assessed, calibrated, based on revealed preferences data : observation of actual choices in the reality.

The generalisation of the IPI prototype model in Europe could be used as a base to calculate the European user benefits value due to Morhing effects for freight. An “a priori” segmentation could be achieved to represent all combined modes, all geographical transport corridors and all types of goods and industrial sectors..

A mid term approach could consist to consider that the utility function obtained in the IPI study would be transferable, combined mode by combined mode, supposing that the utility fonction is independent of the geographical corridor and that the type of goods and industrial sector is not so much differentiated within a combined mode.

A sample enumeration could be built, for any other geographical corridor, based on the characteristics of the shippers exporting goods in the corridor, which are relevant in the model. This type of approach would provide a mid term evaluation taking into account a distribution of the shippers and their characteristics adapted tot the experimented corridor.

4.2.9 Congestion at Swedish seaports (Case Study 5G)

The additionally considered Case Study 5G on queuing and congestion costs at Swedish (and Israeli) seaports is practically close to zero. Throughout the discussion in the case study and the expert statements on this topic reported it can be concluded, that congestion is generally not relevant in the case of ports. We thus recommend first to undertake a problem analyses before considering to calculate pricing-relevant congestion costs. 

Case Study 5G has used rather old data from the 1970s. This indicates the major problem arising with the calculation of user costs at port facilities: the acquisition of appropriate data sources. Further care must be taken with the time basis of regression data. At the example of the port of Haifa in Israel the case study has demonstrated, that due to the rather long laytimes of ships at quays the intervals between particular observations do strongly influence the results of the regression analyses. 

5 Conclusions and Outlook

Within the 10 case studies of UNITE Work Package 7 (User Costs and Benefits), which have been analysed in this report, it has been tried to draw a picture on the magnitude of congestion costs and Mohring benefits across a wide variety of transport modes. Looking at the definitions of the case studies 7A to 7J one can find nearly all relevant modes (road, rail, air) and sectors (passenger/freight, urban/inter-urban) present in the transport market. 

As usual, also the UNITE case studies on user costs and benefits focus on road traffic congestion. Among the six case studies (7A to 7F) dealing with the road sector, four inter-urban road corridors and four urban networks are investigated. For public transport two case studies plus an additional annex deal with congestion problems; two for rail and one for air traffic. Further, three case studies cope with Mohring benefits in rail passenger transport, aviation and in the market of scheduled freight services. In order to complete the picture of modes and cost categories covered, the 10 case studies are supplemented by estimates of congestion and Mohring benefits in UK rail transport (Appendices II and III). 

The goal of the present report is to get a comprehensive set of estimates of marginal user costs and benefits across modes and transport sectors. During the process of compiling the case studies it has been found, that in particular in public transport the approaches to estimate user effects and even the way of defining “marginal” costs and benefits differ. Although in many cases a direct comparison of the case study results was difficult, a procedure to normalise values has been applied in order to get an impression of the relative magnitude of the cost and benefit estimates. 

Many of the case studies have determined figures for marginal user costs and benefits not only for specific traffic situations, but for a range of traffic volumes, times of day, infrastructure types and locations. Thus, the series of case studies did not only achieve to cover a wide range of modes and traffic sectors, but also to give insight into the functionality of marginal social user costs and benefits. E.g. it has been found that the elasticity of traffic demand with travel costs is a very decisive driving factor for the level of congestion costs in individual transport while it is less important for mass transit. Further, the relationship between traffic volume and user costs, which is the core of estimating congestion costs and Mohring benefits, has been found to be a very complex subject in individual as well as in public transport. Especially in mass transport standardised volume-delay-relationships do not exist and thus either complex simulation models or regression analyses must be employed. 

The analysis of the functionality of marginal costs is closely related to the question of transferability of results between times and locations. While a transfer of values of time over time or between locations appears simple using economic performance indicators, the transfer or the generalisation of demand elasticities or volume-delay-relationships appears difficult and is thus not recommended. It has been found, that in particular congestion estimates for urban networks are not transferable as changes in demand patterns or network configurations have a great impact on the estimation results. As the same was expected for rail traffic congestion, the similarity of the results for Switzerland and the UK are surprising.  

Caution is also recommended for using the results of the case studies for practical pricing purposes. Even if the marginal costs are determined, it is often not clear from the start to which degree they are external, and thus relevant for pricing. A example for this discussion are  marginal user costs derived in the rail and air sector. It is possible to estimate train or flight delays as a function of traffic demand, from which marginal cost functions can be derived. Using assumptions on the demand elasticity of the users one can determine external congestion costs. However, the operator knows and anticipates these effects and can influence them through his service supply. Thus, the degree of externality of congestion costs in public transport is not quite clear and is subject to a controversial debate among scientists. These issues have not been discussed in detail by the case studies and thus, the pricing relevance of marginal costs and the problems arising with their estimation are discussed in Appendix I to this report. 

Although the case studies on user costs and benefits are considered to enhance the knowledge on marginal social costs and benefits. some areas for future research work should be highlighted: 

· Marginal costs are changing with traffic volumes, times of day, week or year, with local circumstances or with environmental conditions. For most modes of transport e.g. the weather conditions impose a strong influence on speed-flow or volume-delay relationships. Further, these play a decisive role for the level of marginal (external) user costs. In none of the case studies local or environmental input factors have been considered. For future work it would thus be interesting to investigate how speed flow curves on roads or volume-delay relationships in public transport are influenced by various exogenous factors. In rail and air transport, were engineering-style volume-demand curves do not exist a comparison of several locations (airports or countries) would help to get a more precise idea of the generalisation of case study results. 

· In terms of the Mohring benefit we know, that the capacity expansion policy of the operators are one of the most decisive driving factors. The case study on Swedish rail transport has tried to describe the expansion behaviour by applying a simplified optimisation model. However, the network context, which is very important for the Mohring effect, had been neglected in order to keep the model operational. In the case of European air transport the network dimension is considered by analysing some 400 routes, but therefore the strategic behaviour of operators is not modelled directly. For future work it will thus be enlightening to investigate the Mohring effect using a full-scale model of scheduled transport systems, which includes flexible demand as well as representations of operators’ decision processes. 

· In particular in air transport, the determination of appropriate values of travel time is seen as a task for future research work. In this mode the most differences between different travel purposes and income levels of the passengers and perceptions of delays and their consequences are seen. 

Glossary of Terms

	Adjustment-to-schedule time
	Difference between the departure time preferred by passengers and the actual departure 

	Congestion
	Negative externality of users, which decrease travel speeds or increase delay probabilities due to their entrance to the system. 

	Demand elasticity
	= Price elasticity of demand, defined as relative changes in traffic demand by relative changes in travel costs. 

	Demand function D(Q)
	Inter-relationship between traffic demand (traffic volume) Q and the price for travelling borne by the user This might bc SC(Q) in the case of the internalisation of congestion externalities or PC(Q) otherwise. 

In fact, D(Q) expresses the fictive price of transport, which leads  to the given demand Q (and not the over way round). Thus, the expression “demand curve” is not totally correct. 

	demand pattern
	Variation of traffic demand over day or other time intervals. 

	External marginal social costs (MEC(Q)
	Difference between the (total) marginal social costs additional users impose on the whole system and the private costs PC(Q() perceived by the users. 

	Headway time
	Time interval between the departures of scheduled transport services. 

	Mohring effect
	Positive user effect caused by additional passengers to existing passengers, as they give incentives to the system provider to expand service quality. This effect was described first by Herbert Mohring for urban bus services. 

	Optimal congestion costs
	(= optimal internalisation charge): Marginal external user costs  MEC(Q*) at the optimal traffic level Q*. 

	Optimal traffic level Q*
	Traffic volume Q, where the marginal social costs of users SC(Q) equals traffic demand D(Q). Q* may be determined analytically by finding the intersection of SC()Q) and D(Q) or by iterative model runs. 

	Passenger car unit (PCU)
	Equivalent for different kinds of vehicles to describe their demand for road capacity in relation to a standard passenger car. For HGVs usually a PCU-factor of 2 is assigned. 

	Private user costs PC(Q)
	(= average user costs = individual user costs): time or money costs perceived by each user at a particular traffic level Q

	Social marginal user costs SC(Q)
	Total costs caused by an additional traffic unit added to the current traffic load. 

	Time-demand-relationship
	Travel time, wait time, delay time, headway time, adjustment-to-schedule time or other user-costs expressed in time units, described as a function of traffic volume. 

	Trip purpose
	Main purpose behind undertaking a trip or a particular part of a trip chain. 0

	Value of Time (VOT)
	Monetary value of travel time, wait time or other time-consuming activities in transport. Usually VOT is given in € per passenger hour by trip purpose in passenger transport or € per HGV-hour or per ton-hour in freight transport.  

	Vehicle operating costs (VOC)
	Costs per kilometre for running vehicles (fuel consumption, wear and tear) excluding time costs. Relevant are only those operating costs perceived by users. 


Abbreviations

	AEA
	Association of European Airlines

	CH
	Switzerland

	CS
	Case Study

	ct. / €-ct.
	Euro-cent

	EC
	European Commission

	HGV
	Heavy goods vehicle

	IWW
	Inland waterway transport

	LTO
	Landing and Take-off cycle 

	PCU / pcu
	Passenger car unit. 

	PETS
	Pricing European Transport Systems

	pkm
	Passenger kilometre

	SBB
	Schweizer Bundesbahn (Swiss Federal Railways)

	SE
	Sweden

	SJ
	Swedish Railways

	SPT
	Scheduled public transport services

	SRMC
	Short run marginal costs

	SSS
	Short sea shipping

	tkm
	ton kilometre

	UK
	United Kingdom

	UNITE 
	Unification of Accounts and Marginal Costs for Transport Efficiency

	vkm
	Vehicle-kilometre
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Appendix I: Railway Congestion and Scarcity Costs in the UK

Chris Nash and Bryan Matthews

1
Concepts

On roads, congestion usually manifests itself as volumes of traffic such that speeds are reduced below free-flow speed and/or queuing occurs at junctions.  Since rail infrastructure managers control access to the network on a planned basis, rail congestion manifests itself in a different form.  Indeed, it is useful to distinguish between two effects of shortages of capacity - congestion and scarcity.

Congestion represents the expected delays resulting from the transmission of delays from one train to another. The introduction of an additional rail service onto the network reduces the infrastructure manager’s ability to recover from an incident and increases the probability of delays.   This becomes worse at high levels of capacity utilisation, since there is a lack of spare capacity to recover from any delays.  Congestion costs are the costs associated with these expected delays.  In this way, the consumption of additional capacity and the resulting congestion on the network imposes delay costs on train operators and, ultimately, rail passengers.

Scarcity represents the inability for an operator to obtain the path they want, in terms of departure time, stopping pattern or speed.  Therefore, in the presence of a capacity constraint, the value of any train which could not be run as a result of the path being allocated to the train in question would be added to the costs of track damage and of expected delays.  The High Level Group on Transport Infrastructure Pricing identified scarcity, rather than congestion, as the dominant consequence of existing capacity constraints on the existing rail network (European Commission, 1999).

1
Estimating railway congestion costs

Railtrack’s approach to estimating the costs of additional delays was to use historical data on delays and capacity utilisation to specify a function which could replicate the observed delays.  This involved identifying appropriate measures of delay and of capacity utilisation, identifying appropriate functional forms and then testing the strength of the relationship between incremental delay and capacity utilisation.  

First, a distinction was made between ‘inherent delays’, caused by infrastructure or equipment failure etc and which are independent of the number of trains on the network,  and ‘reactionary (or knock-on) delays’, which are caused when inherent delays are passed on from train to train and which it is reasonable to assume are related to capacity utilisation. A capacity utilization index was defined by taking the timetabled trains currently running in a set time period and compressing them together (keeping the order constant) until the trains are run at the minimum headway apart; “the time it is possible to run these squeezed trains in as a proportion of the actually timetabled time used is defined as the capacity utilisation index” (Gibson, 2000). 

The following relationship between the level of capacity utilisation and expected delay for individual route sections was found to be the best model:

Dit = Ai exp (
[image: image42.wmf]b

 Cit).

Where:

Dit  is the delay on track section i, in time period t

Ai is a section specific constant
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 is a constant (initially assumed to be route specific)

Cit is the capacity utilisation on section i, in time period t

Different parameters for each of 24 strategic routes were estimated.  Parameters vary with factors such as traffic mix, track complexity etc. The marginal delay cost associated with any train is the change in congestion related reactionary delay associated with the change in capacity utilisation resulting from adding that train to the timetable. Whilst the best estimate for a new train is clearly to assume that a train has been added to the timetable, the cost of existing trains can be estimated by assuming that a train has been removed from the timetable.  It was found, through investigation, that the use of these two methods did not introduce any significant asymmetry, and hence bias to the calculations.

This model does not estimate the full marginal costs of delays.  It measures reactionary delay costs, caused when inherent delays are passed on from train to train 

In addition to congestion related reactionary delay, which this model does estimate, there are other delay costs such as the direct effect of locomotive failure, which are not related to the level of capacity utilisation. These other delay costs are the subject of a complex set of performance regimes; agreements between Railtrack and the train operating companies.  The performance regime charges TOCs for the delays they themselves cause, and compensates them for delays due to Railtrack (including reactionary delay resulting from the presence of their own trains or other trains).  

It is debatable whether the reactionary delays caused by the presence of trains of the same train operating company should be regarded as price-relevant or as already internalised. We take the view that it is the cost to the passengers that is important and that this is not necessarily already internalised. Thus we see the appropriate marginal cost of an additional train to the train operating company as including both the cost of delays caused directly by that train (as measured by the performance regime) and the cost of reactionary delay caused by that train (whether to trains of that company or others). This cost is estimated with reference to the estimated value of time of passengers. However, in order to reduce the disincentive to expansion of services, in implementing the capacity charge the Regulator chose to halve the variable element of the charge and add the remainder to the fixed charge. There is clearly no justification for this in terms of marginal cost pricing, and in empirical results in this project we will use the full marginal congestion cost.

Congestion cost estimates vary extensively with time and place, but average cost estimates by train type are given in the following table. No figures are given for freight services, but Railtrack believe these to be very small, since freight trains are more flexible in timing than passenger trains and run predominantly off peak.

Table 1: Congestion cost per train km (€ 1998)

Inter city passenger



0.24

London commuter passenger


0.44


Regional passenger



0.14

Bulk freight                         


n.a.

Other freight




n.a.

Source   Sansom et al (2001)


3
Estimating railway scarcity

The approaches developed by Railtrack and ORR do not seek to incorporate the opportunity cost of slots.  This is potentially a significant gap, though it is not uncommon for scarcity costs to be omitted.  In theory, the most attractive way of reflecting scarcity costs is to 'auction' scarce slots. There are many practical difficulties however, including the complicated ways in which slots can be put together to produce a variety of types of service, and the possibility of lack of adequate competition to ensure a competitive price. In practice it is therefore usually accepted that any degree of price rationing of scarce slots will have to be on the basis of administered prices rather than bid prices, although it might be possible to allow for a degree of ‘secondary trading’ in which slots change hands between operators at enhanced prices, and/or to organise a degree of bidding for prepackaged  sets of slots. Even if auctions did exist, however, the question would remain as to whether the willingness to pay of the operator represented the social value of the train.

A number of ‘second best’ alternatives have been suggested.  An approach recommended by NERA (1998) is to identify sections of infrastructure where capacity is constrained and to estimate the long run average incremental cost of expanding capacity. However, this is a very difficult concept to measure (the cost of expanding capacity varies enormously according to the exact proposal considered, and it is not easy to relate this to the number of paths created, since they depend on the precise number and order of trains run).  Another approach to reflecting scarcity costs would be to permit direct negotiation between operators and the infrastructure manager over the price and allocation of slots, including investment in new or upgraded capacity. It is appreciated that it is difficult to ensure that this does not lead to the abuse of monopoly power, particularly when the infrastructure manager and the operator are part of the same company. An independent regulator is certainly needed but their job is far from easy.

A third alternative is for the track charging authority to attempt to calculate directly the costs involved. For instance, if a train has to be run at a different time from that desired, it is possible to use studies of the value people place on departure time shifts to estimate the value to its customers of the cost involved. Similarly, the costs of slower speeds may be estimated from passengers' values of time. This approach appears well worth further investigation.

4
Transferability

As noted above, congestion and scarcity  costs are likely to vary widely between different corridors and timebands and their pattern is likely to vary across different railway networks,. There may be no realistic alternative to deriving detailed and network-specific models which reflect these detailed variations in congestion and delay.  Whilst Railtrack’s modelling suggests that there is a high degree of variability in congestion costs, some simplifications may be possible which enable us to transfer some of the cost outputs.  For example, it may be that we will be able to say that for lines with between W and X number of trains per hour then the congestion costs are typically between A and B, where as for lines with between Y and Z number of trains per hour then the congestion costs are between C and D.  This would equate to the ‘betas’ in the Railtrack model being fairly constant.  Alternatively, it may be possible to indicate that, for a particular proportion of the railway network, congestion costs are negligible and for a different proportion of the railway congestion costs are very high.

The British approaches to estimating price-relevant marginal social costs of infrastructure use do not deal with scarcity costs.  Therefore, whilst there are proposals within the literature for deriving estimates of scarcity costs, more work is required on how these proposals might be implemented and on how transferable either the approaches or the outputs from the approaches are.
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Appendix II: Measurement of the Mohring Effect

Chris Nash

This note is based on the following report:

Tom Sansom, Chris Nash, Peter Mackie, Jeremy Shires and Paul Watkiss: Surface Transport Costs and Charges, Great Britain, 1998. Institute for Transport Studies, University of Leeds, 2001.

The Mohring effect is a form of user economy of scale in public transport services.  As traffic on a particular route increases, so public transport operators tend to improve the frequency of service, and to provide other benefits to passengers.  Other benefits may include services to a wider range of places and a mix of express and stopping services.  If it is assumed that any increase in passengers on public transport is met with a proportionate increase in services, there are clearly benefits to existing users from increases in traffic.

In practice, it may be that operators would not increase services, or would not increase them proportionately.  In such circumstances, if the result is simply increased load factors, then there is no Mohring effect and the marginal cost to operators is close to zero (although there may be a disbenefit to passengers from increased crowding to take into account).  If operators maintain load factors by operating larger vehicles then there is no disbenefit to passengers but there is a significant marginal operating cost, which, however, is typically well below average cost. Jansson (UNITE case study on Swedish Rail) finds theoretical reasons for expecting frequency of service to increase in proportion to the square root of the level of traffic, and shows that this indeed appears to be broadly the policy followed by Swedish Railways.

In what follows the assumption has been made that operators increase service frequencies in direct proportion to increases in patronage.  Indicative service frequencies for different area types were used.

A basic approach to estimating the Mohring effect is set out in Sansom et al. (1999).  The steps in the calculation begin by estimating the marginal external benefit of increased passengers as the number of existing passengers (Q) multiplied by the change in their average cost (AC) with a change in passengers:




An increase in frequency allows the user to choose a more favourable departure time.  The mean value of this, assuming evenly distributed desired departure times, can be taken as half the headway (h), multiplied by the value of time for departure time shifts (VOTdep_time).   The above equation then becomes:




Furthermore, if occupancy (O) is fixed and Q is expressed in terms of passengers per hour, the headway equals O/Q and the equation becomes:
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The negative sign indicates that this is a marginal external benefit rather than a cost. This is the basic and very simple equation which may be used to estimate the Mohring effect in these circumstances. It should be noted that this is obviously a gross simplification of reality – in practice frequencies will not vary continuously with increases in traffic, but in discrete steps. However, if we are estimating the overall marginal social cost of additional rail traffic this is less of a problem than it appears; when frequencies do not increase we will have overestimated the Mohring effect, but we will have overestimated the marginal operating cost as well, and the sum of the two should be more stable. Moreover, Jansson shows that if frequencies are optimal then the marginal social cost should be the same, whatever assumptions we make about the way in which frequency adapts to traffic levels.

The results of Wardman (1998) suggest that the mean value of departure time shift may be taken as 0.72 of the value of in-vehicle time.  If service frequency is equal to or less than every 10 minutes, however, passengers are likely to turn up at random so that the departure time shift becomes wait time and, again according to Wardman (1998) this should be valued at a multiple of 1.6 of the value of in-vehicle time.

The main assumptions that were adopted for the different types of passenger service were as follows:

· InterCity – hourly service, average journey length 300 km;

· Regional – half-hourly service, average journey length 60 km; and,

· London – service every 15 minutes, average journey length 40 km.

The results of this analysis are shown in the tables below.

If frequency rose in proportion to the square root of Q rather than Q, then it is easily shown that the Mohring effect is halved (but so too would be the marginal operating cost, as half of any increased traffic would be accommodated simply by raising load factors).
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Table 1:
Marginal Cost and Revenue Analysis for Passenger Rail 

£/ train km, low cost estimates




Table 2:
Marginal Cost and Revenue Analysis for Passenger Rail 

£/ train km, high cost estimates




Appendix III: Estimation of VOT in Urban Travel 

Claus Doll

In the Case Studies 7E (Brussels urban transport) and 7F (urban transport in Edinburgh, Helsinki and Salzburg), congestion costs are measured using the SATURN traffic model. Unfortunately, the results are not directly comparable as the thee model applications of Case Study 7F did not deliver results in monetary units. The external user costs in the Case Studies 7F were only expressed in units of time. Further, the VOT applied by Case Study 7E (4.3 €pcu-km) is well below the values proposed by the UNITE valuation convention. 

In order to make the results of the case studies comparable to each other, in the subsequent calculation a plausible value of urban travel time in Euro per pcu-km is estimated for the three case studies. The following parameters and assumptions are applied: 

· The average European VOT by travel purpose per passenger hour or per goods vehicle hour according to the UNITE valuation conve4ntions are taken as  the starting point.  

· The values are transferred to national conditions by applying VOT adjustment factors   (GDP per capita adjusted by PPP).  

· Occupancy rates per passenger vehicle by trip purpose are considered uniformly for all case study environments. 

· For congested traffic the VOT is increased by 1.5 for car travel. The share of congested traffic is taken individually per city from the case study outputs. 

· The share of vehicle movements by vehicle type (passenger cars or goods vehicles) and travel purpose are considered uniformly using German data. 

The respective values are chosen in a way to receive a lower bound of the possible VOT. Finally, the value of time per passenger car equivalent (pcu) ranges between 10.59 in the case of Edinburgh and 12.06 in the case of Brussels. 

Table 1: Average European VOT according to UNITE valuation conventions

	Mode / travel purpose
	Value
	Unit

	Business
	21
	€ / passenger-hour

	Private / commute
	6
	€ / passenger-hour

	Leisure
	4
	€ / passenger-hour

	LGV
	40
	€ / vehicle-hour

	HGV
	42
	€ / vehicle-hour


Table 2: Parameters and results by case study

	
	7E
	7F-1
	7F-2
	7F-3

	
	Brussels
	Edinburgh
	Helsinki
	Salzburg

	
	BE
	UK
	FI
	AT

	Share of travel purpose
	
	
	
	

	Business
	10%
	10%
	10%
	10%

	Private / commute
	80%
	80%
	80%
	80%

	Leisure
	5%
	5%
	5%
	5%

	LGV
	5%
	5%
	5%
	5%

	HGV
	0%
	0%
	0%
	0%

	Occupancy rate by travel purpose
	
	
	

	Business
	1.10
	1.10
	1.10
	1.10

	Private / commute
	1.40
	1.40
	1.40
	1.40

	Leisure
	1.60
	1.60
	1.60
	1.60

	1/jpcu for goods vehicles
	
	
	

	LGV
	0.50
	0.50
	0.50
	0.50

	HGV
	0.25
	0.25
	0.25
	0.25

	Parameters for all purposes
	
	
	

	Share of cong. Traffic 
	20%
	10%
	10%
	10%

	Country Adjustment
	1.069
	0.979
	0.986
	1.079

	Result
	
	
	
	

	Average VOT / pcu-hour
	12.06
	10.59
	10.67
	11.67








� Case Studies 7G and 7J are excluded from the consideration in � REF _Ref10016863 �Table 4�1� as there are no quantitative results produced, while  the input parameters used are not known.
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Hoja1

		Ruta		Grupo		Distancia		Pax90		Pax98		Var%_Pax		VD_90		VI_90		VD_98		VI_98		Var_VD		Var_VI		Ti_90		Ti_98		Var_ti		Tas_90		Tas_98		Var_Tas		Var_t		T90		T98

		AMSATH		4		2174		100424		98450		-1.97		17		42		25		7		8		-35		6.18		4.94		-1.24		1.73		1.37		-0.36		-1.60		7.9		6.3

		AMSBCN		4		1241		84745		206229		143.35		18		15		44		6		26		-9		2.87		2.36		-0.51		1.92		0.85		-1.07		-1.58		4.8		3.2

		AMSBRU		8		157		119554		159650		33.54		44		0		63		0		19		0		0.69		0.77		0.08		1.15		0.55		-0.60		-0.52		1.8		1.3

		AMSCPH		8		633		140253		212166		51.27		35		0		65		0		30		0		1.30		1.38		0.08		1.08		0.76		-0.33		-0.25		2.4		2.1

		AMSFRA		2		366		207938		234595		12.82		57		0		54		0		-3		0		1.16		1.23		0.07		0.87		0.74		-0.13		-0.05		2.0		2.0

		AMSGVA		4		682		74570		132388		77.54		27		27		41		12		14		-15		2.64		1.81		-0.83		0.87		0.88		0.02		-0.82		3.5		2.7

		AMSLIS		4		1847		46953		55220		17.61		12		16		23		0		11		-16		2.95		2.30		-0.65		1.79		1.45		-0.34		-0.99		4.7		3.8

		AMSLON		8		370		855354		1448353		69.33		258		0		325		0		67		0		0.13		0.14		0.01		0.25		0.23		-0.02		-0.02		0.4		0.4

		AMSMAD		4		1460		110688		215988		95.13		24		7		44		6		20		-1		3.36		2.74		-0.62		1.30		0.83		-0.47		-1.09		4.7		3.6

		AMSMAN		4		487		113014		307941		172.48		51		56		123		0		72		-56		1.90		0.19		-1.71		0.53		0.53		-0.00		-1.71		2.4		0.7

		AMSMIL		9		796		169188		172790		2.13		33		0		56		5		23		5		1.62		1.97		0.35		0.97		0.69		-0.28		0.07		2.6		2.7

		AMSMUC		9		677		95068		164667		73.21		32		8		52		28		20		20		1.80		2.15		0.35		1.42		0.47		-0.95		-0.60		3.2		2.6

		AMSNCE		4		978		46201		90614		96.13		14		33		26		0		12		-33		3.65		1.90		-1.74		1.39		1.44		0.05		-1.69		5.0		3.3

		AMSOSL		9		918		63942		163201		155.23		31		28		53		32		22		4		2.51		2.34		-0.17		1.00		0.76		-0.24		-0.42		3.5		3.1

		AMSPAR		4		399		321592		434729		35.18		67		5		115		0		48		-5		1.20		1.13		-0.07		0.64		0.48		-0.17		-0.24		1.8		1.6

		AMSROM		4		1296		130012		132345		1.79		29		33		44		3		15		-30		3.31		2.48		-0.83		0.82		0.85		0.03		-0.80		4.1		3.3

		AMSSTO		9		1152		86657		195430		125.52		30		46		59		49		29		3		2.85		2.79		-0.06		0.73		0.62		-0.11		-0.17		3.6		3.4

		AMSVIE		4		959		89989		113763		26.42		20		60		53		0		33		-60		3.04		1.85		-1.19		0.57		0.90		0.32		-0.87		3.6		2.7

		AMSZRH		8		603		181838		185566		2.05		48		0		78		0		30		0		1.41		1.42		0.01		0.78		0.67		-0.11		-0.10		2.2		2.1

		ATHAMS		4		2174		112638		98664		-12.41		18		55		25		6		7		-49		4.35		3.02		-1.33		1.44		1.65		0.21		-1.12		5.8		4.7

		ATHBCN		4		1888		33125		39065		17.93		7		25		11		0		4		-25		4.07		2.55		-1.52		1.91		3.49		1.58		0.06		6.0		6.0

		ATHBRU		1		2092		71999		43726		-39.27		20		42		16		6		-4		-36		4.13		2.99		-1.14		1.35		2.24		0.88		-0.25		5.5		5.2

		ATHLON		4		2416		232975		263128		12.94		33		74		48		13		15		-61		3.28		2.60		-0.68		0.84		0.93		0.08		-0.59		4.1		3.5

		ATHMUC		4		1497		48090		85530		77.85		9		60		27		29		18		-31		5.02		3.26		-1.76		1.22		1.42		0.20		-1.56		6.2		4.7

		ATHPAR		5		2098		111111		84019		-24.38		68		0		23		9		-45		9		2.44		3.02		0.58		0.73		1.21		0.49		1.07		3.2		4.2

		BCNAMS		9		1241		82890		200389		141.75		11		7		44		11		33		4		2.95		2.39		-0.56		1.92		0.78		-1.14		-1.71		4.9		3.2

		BCNATH		4		1888		33820		38671		14.34		7		13		11		0		4		-13		6.31		4.25		-2.06		2.79		3.90		1.11		-0.94		9.1		8.1

		BCNBRU		4		1084		61271		195040		218.32		25		6		80		0		55		-6		2.34		2.10		-0.24		1.80		1.23		-0.57		-0.81		4.1		3.3

		BCNCPH		1		1769		41277		36050		-12.66		14		46		13		14		-1		-32		5.11		4.49		-0.62		1.40		1.51		0.11		-0.51		6.5		6.0

		BCNDUS		9		1166		46424		65314		40.69		14		38		27		56		13		18		3.79		4.07		0.28		1.57		0.82		-0.75		-0.47		5.4		4.9

		BCNFRA		9		1094		110738		203297		83.58		28		7		35		10		7		3		2.43		2.66		0.23		1.35		0.92		-0.42		-0.19		3.8		3.6

		BCNLIS		4		994		27956		36799		31.63		7		16		41		0		34		-16		2.55		1.93		-0.61		2.37		1.12		-1.25		-1.86		4.9		3.1

		BCNLON		9		1147		194265		470940		142.42		35		13		89		63		54		50		1.82		2.55		0.73		1.49		0.76		-0.73		-0.01		3.3		3.3

		BCNMAN		7		1380		26905		29808		10.79		7		41		7		41		0		0		3.66		3.65		-0.01		1.54		1.27		-0.27		-0.28		5.2		4.9

		BCNMIL		4		721		130516		73071		-44.01		26		13		35		0		9		-13		2.61		1.42		-1.19		0.92		1.54		0.62		-0.57		3.5		3.0

		BCNMUC		9		1073		41923		99207		136.64		14		14		27		49		13		35		3.35		3.80		0.45		1.15		1.52		0.37		0.82		4.5		5.3

		BCNPAR		9		858		191602		379384		98.01		40		7		76		12		36		5		1.92		1.99		0.07		0.83		0.56		-0.27		-0.19		2.7		2.6

		BCNROM		4		848		98908		78251		-20.89		22		7		48		0		26		-7		2.11		1.86		-0.24		1.50		1.19		-0.30		-0.55		3.6		3.1

		BCNVIE		4		1370		36650		20143		-45.04		9		28		11		13		2		-15		4.34		3.28		-1.06		1.44		2.83		1.38		0.32		5.8		6.1

		BIRDUS		4		598		67192		103185		53.57		31		20		37		0		6		-20		3.31		2.37		-0.94		1.08		1.34		0.26		-0.68		4.4		3.7

		BIRFRA		4		766		46520		105526		126.84		20		11		32		0		12		-11		3.30		2.65		-0.64		1.45		1.31		-0.14		-0.78		4.8		4.0

		BIRPAR		4		488		107891		201291		86.57		40		10		65		0		25		-10		2.60		2.21		-0.39		1.13		0.77		-0.36		-0.75		3.7		3.0

		BRUAMS		8		157		117664		153766		30.68		43		0		63		0		20		0		0.69		0.80		0.11		1.10		0.53		-0.57		-0.46		1.8		1.3

		BRUATH		1		2092		69112		42376		-38.69		19		46		16		5		-3		-41		6.00		4.78		-1.22		1.30		2.48		1.18		-0.04		7.3		7.3

		BRUBCN		4		1084		63631		193733		204.46		25		7		80		0		55		-7		2.36		1.99		-0.37		1.89		0.86		-1.03		-1.40		4.3		2.9

		BRUBIR		3		463		70426		106951		51.86		28		31		28		0		0		-31		1.42		0.17		-1.26		0.87		2.77		1.90		0.64		2.3		2.9

		BRULIS		9		1718		58392		84866		45.34		15		14		33		22		18		8		2.75		2.84		0.09		2.28		0.78		-1.50		-1.40		5.0		3.6

		BRULON		8		350		474774		599491		26.27		141		0		312		0		171		0		0.05		0.14		0.09		0.40		0.32		-0.09		-0.00		0.5		0.5

		BRUMAD		4		1315		102322		224392		119.30		27		10		61		6		34		-4		2.78		2.62		-0.16		1.22		0.69		-0.53		-0.69		4.0		3.3

		BRUMAN		9		536		63789		98181		53.92		23		6		43		33		20		27		0.89		1.23		0.35		1.75		0.63		-1.13		-0.78		2.6		1.9

		BRUMIL		4		664		136349		122557		-10.12		45		7		61		0		16		-7		1.87		1.51		-0.36		0.77		0.79		0.02		-0.34		2.6		2.3

		BRUMUC		9		605		59695		136160		128.09		32		27		56		33		24		6		2.36		2.12		-0.24		1.05		0.48		-0.57		-0.80		3.4		2.6

		BRUNCE		9		830		49488		97368		96.75		14		1		34		2		20		1		1.80		1.79		-0.01		2.30		1.51		-0.79		-0.80		4.1		3.3

		BRUOSL		9		1071		22801		89635		293.12		23		7		30		42		7		35		2.36		3.08		0.72		1.84		0.88		-0.96		-0.24		4.2		4.0

		BRUROM		4		1172		99809		128033		28.28		28		23		89		3		61		-20		3.39		2.19		-1.20		0.96		0.91		-0.05		-1.25		4.4		3.1

		BRUSTO		9		1288		44196		140336		217.53		25		24		50		65		25		41		3.24		3.24		0.00		0.94		0.72		-0.22		-0.22		4.2		4.0

		CPHAMS		8		633		143803		202560		40.86		35		0		59		0		24		0		1.37		1.42		0.05		1.20		0.74		-0.46		-0.41		2.6		2.2

		CPHBCN		1		1769		36135		34589		-4.28		14		14		13		13		-1		-1		3.56		4.67		1.11		1.79		1.87		0.08		1.19		5.4		6.5

		CPHBRU		4		754		89332		169799		90.08		27		12		68		0		41		-12		2.06		1.55		-0.50		1.20		0.92		-0.28		-0.79		3.3		2.5

		CPHDUS		9		620		67603		91660		35.59		27		11		46		35		19		24		2.02		2.26		0.24		1.49		0.79		-0.70		-0.46		3.5		3.1

		CPHFRA		8		679		141956		202913		42.94		38		0		51		0		13		0		1.47		1.53		0.06		1.28		0.92		-0.36		-0.30		2.7		2.4

		CPHGVA		4		1138		37555		36923		-1.68		14		41		35		0		21		-41		3.24		2.21		-1.02		1.30		1.44		0.14		-0.88		4.5		3.7

		CPHHAJ		9		401		17036		43957		158.02		19		0		25		28		6		28		1.23		2.51		1.28		2.69		0.83		-1.86		-0.58		3.9		3.3

		CPHHEL		5		892		132007		193138		46.31		48		91		47		106		-1		15		3.62		3.76		0.15		0.52		0.46		-0.06		0.09		4.1		4.2

		CPHLON		9		979		298299		464921		55.86		58		37		137		41		79		4		1.69		1.45		-0.24		0.73		0.46		-0.27		-0.50		2.4		1.9

		CPHMAD		4		2060		54867		92102		67.86		14		14		16		13		2		-1		4.31		4.90		0.59		2.33		1.69		-0.64		-0.05		6.6		6.6

		CPHMAN		6		994		49367		76969		55.91		19		43		19		45		0		2		4.23		3.39		-0.84		1.36		1.16		-0.20		-1.04		5.6		4.5

		CPHMIL		4		1144		87474		76679		-12.34		27		33		35		0		8		-33		3.04		2.00		-1.04		0.79		1.17		0.39		-0.65		3.8		3.2

		CPHMUC		6		835		62118		101168		62.86		26		50		26		63		0		13		2.83		3.17		0.34		1.11		0.76		-0.35		-0.01		3.9		3.9

		CPHOSL		9		491		347989		445937		28.15		88		0		116		30		28		30		1.00		1.56		0.56		0.54		0.37		-0.17		0.39		1.5		1.9

		CPHPAR		4		1004		172858		233635		35.16		33		34		55		0		22		-34		3.03		1.86		-1.16		0.80		0.75		-0.05		-1.21		3.8		2.6

		CPHROM		6		1535		44417		32452		-26.94		14		15		14		45		0		30		3.78		4.15		0.38		2.28		1.79		-0.49		-0.12		6.1		5.9

		CPHSTO		8		547		409309		429772		5.00		126		0		200		0		74		0		1.17		1.16		-0.01		0.41		0.35		-0.06		-0.07		1.6		1.5

		CPHVIE		4		877		52246		45559		-12.80		14		28		32		19		18		-9		3.74		2.45		-1.29		1.13		0.84		-0.30		-1.59		4.9		3.3

		CPHZRH		9		950		91101		63175		-30.65		28		27		35		39		7		12		2.64		2.69		0.06		0.92		0.91		-0.02		0.04		3.6		3.6

		DUBLON		8		449		336748		491770		46.04		267		0		373		0		106		0		1.16		1.22		0.06		0.13		0.25		0.12		0.18		1.3		1.5

		DUSBCN		4		1166		47153		62533		32.62		14		45		27		38		13		-7		3.45		3.80		0.36		0.87		0.87		0.01		0.36		4.3		4.7

		DUSBIR		4		598		65327		103887		59.03		32		15		37		0		5		-15		1.15		0.51		-0.64		1.05		1.54		0.50		-0.14		2.2		2.1

		DUSBRU		2		164		32696		70784		116.49		38		0		34		0		-4		0		0.70		0.75		0.05		1.41		0.95		-0.46		-0.41		2.1		1.7

		DUSCPH		4		620		75140		95437		27.01		27		50		32		6		5		-44		2.82		2.16		-0.66		0.66		1.15		0.49		-0.17		3.5		3.3

		DUSLON		4		501		312715		375353		20.03		74		39		130		20		56		-19		0.88		0.68		-0.20		0.49		0.56		0.06		-0.14		1.4		1.2

		DUSMAD		9		1440		25303		51536		103.68		14		10		21		34		7		24		3.72		4.18		0.46		1.53		0.98		-0.55		-0.09		5.2		5.2

		DUSMAN		9		655		70713		83869		18.60		25		5		31		39		6		34		1.03		1.86		0.83		1.52		0.88		-0.64		0.20		2.5		2.7

		DUSPAR		5		392		209489		172891		-17.47		62		0		58		28		-4		28		1.89		1.85		-0.04		0.68		0.51		-0.17		-0.21		2.6		2.4

		FRAAMS		2		366		206110		232936		13.02		59		0		54		0		-5		0		1.11		1.14		0.03		0.72		0.73		0.00		0.03		1.8		1.9

		FRABCN		9		1094		109914		201166		83.02		28		7		35		9		7		2		2.37		2.73		0.36		1.29		0.84		-0.45		-0.09		3.7		3.6

		FRABIR		4		766		46734		98020		109.74		20		11		32		0		12		-11		1.58		0.62		-0.96		1.64		1.50		-0.14		-1.10		3.2		2.1

		FRABRU		9		305		155681		232414		49.29		40		0		55		21		15		21		0.99		1.94		0.95		0.90		0.67		-0.23		0.72		1.9		2.6

		FRACPH		4		679		136490		206078		50.98		37		50		44		0		7		-50		2.57		1.41		-1.16		0.63		0.83		0.21		-0.95		3.2		2.2

		FRAHEL		9		1538		103751		142721		37.56		21		57		35		102		14		45		4.74		4.96		0.22		0.88		0.38		-0.50		-0.28		5.6		5.3

		FRALIS		9		1874		76392		130545		70.89		15		7		28		15		13		8		3.11		3.04		-0.07		2.02		0.86		-1.15		-1.22		5.1		3.9

		FRALON		4		654		724234		914819		26.32		118		50		167		29		49		-21		1.25		0.99		-0.25		0.33		0.36		0.03		-0.23		1.6		1.4

		FRAMAD		3		1422		137974		213243		54.55		33		27		33		3		0		-24		4.06		2.81		-1.25		0.97		1.11		0.14		-1.10		5.0		3.9

		FRAMAN		9		832		70486		135443		92.16		29		22		48		35		19		13		2.11		1.88		-0.23		0.99		0.61		-0.38		-0.61		3.1		2.5

		FRAMIL		8		490		220485		201346		-8.68		63		0		68		0		5		0		1.18		1.25		0.07		0.79		0.63		-0.17		-0.09		2.0		1.9

		FRANCE		4		716		38068		116329		205.58		14		13		28		1		14		-12		2.57		1.64		-0.94		1.36		1.15		-0.20		-1.14		3.9		2.8

		FRAOSL		9		1104		35637		120592		238.39		14		22		49		40		35		18		2.74		2.66		-0.08		1.25		0.67		-0.58		-0.67		4.0		3.3

		FRAPAR		4		449		349554		461640		32.07		70		31		96		19		26		-12		1.84		1.44		-0.40		0.54		0.45		-0.09		-0.49		2.4		1.9

		FRAROM		9		957		153450		142828		-6.92		36		0		60		3		24		3		1.78		2.00		0.22		1.36		0.61		-0.75		-0.53		3.1		2.6

		GVAAMS		4		682		80961		131577		62.52		27		38		41		12		14		-26		3.16		1.89		-1.27		0.76		0.89		0.13		-1.15		3.9		2.8

		GVABCN		6		638		62054		29774		-52.02		14		0		14		6		0		6		1.33		1.93		0.60		2.81		1.86		-0.95		-0.35		4.1		3.8

		GVABRU		9		532		98629		121834		23.53		30		0		40		12		10		12		1.30		2.01		0.71		1.45		0.79		-0.66		0.05		2.8		2.8

		GVALON		4		753		403853		342554		-15.18		76		57		103		23		27		-34		1.65		1.03		-0.62		0.50		0.46		-0.04		-0.66		2.2		1.5

		GVAMAD		4		1010		75023		64137		-14.51		14		7		21		0		7		-7		2.31		1.89		-0.42		2.58		1.53		-1.04		-1.46		4.9		3.4

		GVAMUC		9		472		26273		44860		70.75		17		22		26		58		9		36		2.24		2.15		-0.09		1.41		0.57		-0.84		-0.93		3.7		2.7

		GVAPAR		2		407		301187		194330		-35.48		81		0		78		0		-3		0		1.09		1.08		-0.01		0.58		0.54		-0.04		-0.05		1.7		1.6

		HAJBRU		8		398		8788		55709		533.92		11		0		24		0		13		0		1.25		1.19		-0.06		5.01		2.12		-2.89		-2.95		6.3		3.3

		HAJCPH		9		401		15932		44870		181.63		19		0		25		40		6		40		1.18		2.77		1.59		2.78		0.63		-2.15		-0.56		4.0		3.4

		HAJLON		5		703		93978		118151		25.72		41		7		28		53		-13		46		0.91		2.20		1.28		0.84		0.78		-0.06		1.23		1.7		3.0

		HAJPAR		9		632		27239		54213		99.03		24		15		48		33		24		18		2.53		2.30		-0.23		2.06		0.90		-1.16		-1.39		4.6		3.2

		HELBRU		9		1646		33661		87559		160.12		7		58		24		99		17		41		3.77		3.56		-0.21		1.11		0.76		-0.35		-0.57		4.9		4.3

		HELCPH		9		892		133849		179690		34.25		43		36		53		107		10		71		1.14		1.85		0.71		0.78		0.62		-0.16		0.55		1.9		2.5

		HELFRA		9		1538		107694		140496		30.46		28		38		35		132		7		94		2.53		3.27		0.73		0.92		0.75		-0.17		0.56		3.4		4.0

		HELLON		9		1848		133941		213523		59.42		31		85		44		101		13		16		2.62		2.42		-0.21		0.83		0.70		-0.13		-0.33		3.5		3.1

		LISAMS		8		1847		43055		45347		5.32		14		0		23		0		9		0		4.57		4.33		-0.24		2.43		2.72		0.29		0.05		7.0		7.1

		LISBCN		4		994		25125		32192		28.13		7		18		41		0		34		-18		4.83		3.24		-1.59		1.60		1.90		0.30		-1.29		6.4		5.1

		LISBRU		8		1718		58509		86489		47.82		17		0		33		0		16		0		3.72		3.81		0.09		2.89		1.54		-1.35		-1.26		6.6		5.3

		LISFRA		4		1874		80536		129714		61.06		13		7		28		0		15		-7		4.55		4.02		-0.53		2.56		1.70		-0.86		-1.40		7.1		5.7

		LISLON		4		1565		182162		211619		16.17		36		20		52		5		16		-15		3.53		3.13		-0.39		0.99		0.88		-0.12		-0.51		4.5		4.0

		LISMAD		8		513		162560		141527		-12.94		41		0		63		0		22		0		2.11		2.08		-0.03		1.17		0.81		-0.36		-0.38		3.3		2.9

		LISMUC		9		1968		21916		39844		81.80		7		6		12		29		5		23		4.78		5.78		1.00		3.95		1.57		-2.39		-1.38		8.7		7.3

		LISPAR		8		1470		131797		150781		14.40		28		0		50		0		22		0		3.33		3.34		0.01		2.38		1.06		-1.31		-1.30		5.7		4.4

		LONAMS		8		370		848544		1440728		69.79		223		0		281		0		58		0		2.08		2.10		0.02		0.31		0.29		-0.02		-0.01		2.4		2.4

		LONATH		4		2416		231170		260483		12.68		33		63		48		11		15		-52		7.34		6.32		-1.02		0.70		1.18		0.48		-0.54		8.0		7.5

		LONBCN		9		1147		194523		472217		142.76		38		25		88		67		50		42		4.04		4.10		0.07		0.89		0.50		-0.38		-0.32		4.9		4.6

		LONBRU		8		350		453596		580358		27.95		155		0		279		0		124		0		2.05		2.04		-0.01		0.48		0.38		-0.10		-0.11		2.5		2.4

		LONCPH		9		979		291626		463293		58.87		64		35		127		42		63		7		3.60		3.32		-0.28		0.83		0.48		-0.35		-0.63		4.4		3.8

		LONDUB		8		449		346533		501151		44.62		258		0		314		0		56		0		1.15		1.22		0.07		0.26		0.23		-0.03		0.04		1.4		1.4

		LONDUS		4		501		307684		377177		22.59		72		37		94		15		22		-22		3.01		2.67		-0.34		0.51		0.64		0.13		-0.20		3.5		3.3

		LONFRA		4		654		706238		922854		30.67		123		72		151		26		28		-46		3.30		2.90		-0.40		0.27		0.29		0.01		-0.38		3.6		3.2

		LONGVA		4		753		401876		333756		-16.95		75		58		84		6		9		-52		3.57		2.81		-0.76		0.55		0.63		0.08		-0.68		4.1		3.4

		LONHAJ		9		703		87468		118937		35.98		27		10		28		15		1		5		3.19		3.40		0.21		1.17		1.12		-0.05		0.16		4.4		4.5

		LONHEL		4		1848		136994		217834		59.01		31		77		43		75		12		-2		6.27		6.16		-0.11		0.82		0.97		0.16		0.04		7.1		7.1

		LONLIS		4		1565		179133		206745		15.41		36		34		45		17		9		-17		3.60		3.30		-0.31		0.92		1.16		0.23		-0.07		4.5		4.5

		LONMAD		4		1245		387377		581239		50.04		78		22		97		14		19		-8		3.77		3.53		-0.24		0.60		0.46		-0.13		-0.37		4.4		4.0

		LONMIL		4		936		338916		349469		3.11		62		87		118		18		56		-69		4.27		3.39		-0.89		0.65		0.46		-0.19		-1.08		4.9		3.8

		LONMUC		4		946		320181		468957		46.47		71		71		104		61		33		-10		3.84		3.68		-0.16		0.60		0.43		-0.17		-0.33		4.4		4.1

		LONNCE		3		1040		142854		401791		181.26		41		12		41		8		0		-4		3.13		3.21		0.08		1.04		1.08		0.04		0.11		4.2		4.3

		LONOSL		9		1163		220882		359711		62.85		60		46		82		63		22		17		3.88		4.00		0.12		0.71		0.61		-0.10		0.02		4.6		4.6

		LONPAR		8		347		1606707		1197186		-25.49		274		0		294		0		20		0		2.06		2.12		0.06		0.18		0.20		0.02		0.08		2.2		2.3

		LONROM		4		1443		343244		391496		14.06		53		77		93		52		40		-25		5.02		4.42		-0.60		0.45		0.66		0.21		-0.39		5.5		5.1

		LONSTO		4		1462		245498		483526		96.96		62		80		115		77		53		-3		4.55		4.13		-0.41		0.53		0.52		-0.01		-0.42		5.1		4.6

		LONVIE		4		1274		177787		228062		28.28		44		98		68		6		24		-92		4.83		3.44		-1.39		0.64		0.73		0.09		-1.31		5.5		4.2

		LONZRH		4		788		456390		267914		-41.30		88		76		130		0		42		-76		3.64		2.70		-0.94		0.46		0.53		0.07		-0.87		4.1		3.2

		MADAMS		4		1460		110471		212145		92.04		23		14		43		6		20		-8		3.43		2.72		-0.71		1.70		0.81		-0.89		-1.59		5.1		3.5

		MADBRU		9		1315		107302		233772		117.86		27		5		61		6		34		1		2.72		2.47		-0.26		1.37		0.60		-0.77		-1.03		4.1		3.1

		MADCPH		4		2060		56824		93541		64.62		14		49		16		13		2		-36		4.94		4.25		-0.69		1.51		1.85		0.34		-0.35		6.5		6.1

		MADDUS		9		1440		29098		51768		77.91		14		6		21		53		7		47		3.78		4.49		0.71		3.18		0.57		-2.61		-1.90		7.0		5.1

		MADFRA		4		1422		145578		220953		51.78		32		18		40		0		8		-18		4.00		2.52		-1.48		1.48		1.00		-0.48		-1.97		5.5		3.5

		MADGVA		4		1010		71509		71666		0.22		14		7		21		0		7		-7		3.19		1.78		-1.42		2.10		1.46		-0.65		-2.06		5.3		3.2

		MADLIS		8		513		165620		134862		-18.57		41		0		61		0		20		0		0.33		0.12		-0.20		0.97		0.74		-0.24		-0.44		1.3		0.9

		MADLON		4		1245		377264		595066		57.73		81		29		105		7		24		-22		2.10		1.38		-0.71		0.54		0.49		-0.05		-0.77		2.6		1.9

		MADMIL		8		1149		154991		153131		-1.20		26		0		42		0		16		0		2.00		2.08		0.08		1.48		0.75		-0.73		-0.64		3.5		2.8

		MADMUC		4		1478		38557		107235		178.12		14		7		35		6		21		-1		2.81		2.68		-0.13		1.66		1.15		-0.51		-0.63		4.5		3.8

		MADNCE		4		956		23700		35787		51.00		10		5		14		0		4		-5		2.68		1.67		-1.02		3.46		4.23		0.77		-0.25		6.1		5.9

		MADPAR		8		1064		349196		562291		61.02		54		0		100		0		46		0		1.85		2.30		0.45		0.86		0.49		-0.37		0.08		2.7		2.8

		MADROM		8		1330		218886		195305		-10.77		33		0		54		0		21		0		2.19		2.36		0.17		1.23		1.00		-0.23		-0.06		3.4		3.4

		MADVIE		1		1805		19260		23710		23.10		12		14		11		8		-1		-6		4.18		3.57		-0.60		1.75		2.66		0.91		0.30		5.9		6.2

		MADZRH		4		1239		37690		57763		53.26		22		8		28		7		6		-1		3.50		2.32		-1.18		1.79		1.11		-0.68		-1.86		5.3		3.4

		MANAMS		4		487		115429		301061		160.82		46		52		76		0		30		-52		3.76		2.26		-1.50		0.82		0.72		-0.10		-1.61		4.6		3.0

		MANBCN		6		1380		27747		30140		8.62		7		41		7		45		0		4		4.93		5.75		0.82		1.49		1.50		0.01		0.83		6.4		7.2

		MANBRU		9		536		60848		152440		150.53		23		7		43		32		20		25		3.33		3.29		-0.05		2.23		0.83		-1.41		-1.45		5.6		4.1

		MANCPH		3		994		47441		72127		52.04		19		37		19		33		0		-4		4.50		4.37		-0.12		1.06		0.99		-0.07		-0.19		5.6		5.4

		MANDUS		3		655		69112		86423		25.05		31		17		31		0		0		-17		2.98		2.43		-0.55		1.81		1.70		-0.11		-0.65		4.8		4.1

		MANFRA		9		832		73212		135745		85.41		29		23		48		41		19		18		3.66		3.85		0.19		1.19		0.79		-0.40		-0.21		4.9		4.6

		MANHAJ		9		807		17638		9733		-44.82		6		5		7		7		1		2		3.70		3.63		-0.07		5.01		2.64		-2.37		-2.44		8.7		6.3

		MANMIL		5		1167		28866		37655		30.45		17		33		12		54		-5		21		5.00		5.21		0.20		2.46		2.15		-0.31		-0.11		7.5		7.4

		MANPAR		9		588		90495		249557		175.77		35		37		60		122		25		85		3.60		4.26		0.65		1.14		0.71		-0.43		0.22		4.7		5.0

		MUCAMS		9		677		98003		163902		67.24		32		12		52		32		20		20		2.28		2.32		0.03		1.08		0.74		-0.34		-0.31		3.4		3.1

		MUCATH		4		1497		44256		84628		91.22		9		44		27		33		18		-11		5.73		5.41		-0.32		1.98		0.80		-1.17		-1.49		7.7		6.2

		MUCBCN		9		1073		40811		105193		157.76		14		14		27		53		13		39		3.15		4.16		1.01		1.26		0.83		-0.43		0.58		4.4		5.0

		MUCBRU		4		605		64837		138827		114.12		25		39		50		33		25		-6		2.30		2.24		-0.06		0.64		0.69		0.05		-0.01		2.9		2.9

		MUCCPH		9		835		64364		103702		61.12		27		37		33		78		6		41		2.93		3.41		0.48		0.75		0.58		-0.17		0.31		3.7		4.0

		MUCLIS		9		1968		21330		37985		78.08		7		8		12		26		5		18		3.14		4.00		0.85		3.67		1.37		-2.30		-1.44		6.8		5.4

		MUCLON		4		946		325078		463571		42.60		78		110		122		71		44		-39		2.32		1.69		-0.62		0.67		0.34		-0.33		-0.96		3.0		2.0

		MUCMAD		9		1478		42191		101603		140.82		14		14		28		32		14		18		3.77		3.97		0.19		1.27		0.72		-0.55		-0.35		5.0		4.7

		MUCMIL		4		358		51171		75278		47.11		31		19		41		0		10		-19		2.25		1.13		-1.13		0.97		0.88		-0.09		-1.22		3.2		2.0

		MUCNCE		4		606		27229		41008		50.60		11		7		38		0		27		-7		2.24		1.39		-0.85		2.53		1.28		-1.25		-2.10		4.8		2.7

		MUCPAR		9		680		158344		269077		69.93		61		19		71		41		10		22		2.22		2.49		0.27		0.77		0.51		-0.26		0.01		3.0		3.0

		NCEAMS		4		978		47039		89100		89.42		14		44		29		0		15		-44		3.70		2.03		-1.67		0.97		1.30		0.33		-1.33		4.7		3.3

		NCEBRU		4		830		47776		97187		103.42		14		6		41		3		27		-3		2.17		1.92		-0.25		3.42		1.55		-1.88		-2.12		5.6		3.5

		NCECPH		1		1384		32182		34288		6.54		10		15		7		2		-3		-13		3.52		2.85		-0.67		2.57		4.10		1.53		0.86		6.1		7.0

		NCEFRA		4		716		37350		120459		222.51		14		4		35		3		21		-1		2.01		1.82		-0.19		3.58		1.07		-2.51		-2.70		5.6		2.9

		NCEGVA		4		299		72452		27555		-61.97		24		19		48		0		24		-19		2.78		0.97		-1.81		0.89		1.05		0.17		-1.64		3.7		2.0

		NCELON		9		1040		209393		403649		92.77		41		21		78		28		37		7		1.82		1.66		-0.16		0.97		0.55		-0.42		-0.58		2.8		2.2

		NCEMAD		4		956		24858		35806		44.04		10		3		14		0		4		-3		2.57		1.75		-0.82		3.05		3.08		0.03		-0.79		5.6		4.8

		OSLAMS		4		918		60764		163083		168.39		20		34		53		26		33		-8		2.83		2.33		-0.50		1.09		0.82		-0.27		-0.77		3.9		3.2

		OSLBRU		9		1071		21991		90055		309.51		17		21		30		40		13		19		2.75		2.88		0.13		1.73		1.20		-0.53		-0.41		4.5		4.1

		OSLCPH		9		491		349590		437734		25.21		95		0		148		10		53		10		1.08		1.35		0.27		0.63		0.44		-0.19		0.08		1.7		1.8

		OSLFRA		9		1104		36860		127100		244.82		14		23		35		35		21		12		2.58		2.72		0.14		1.80		0.92		-0.88		-0.74		4.4		3.6

		OSLLON		9		1163		223320		362687		62.41		58		35		101		93		43		58		1.89		2.47		0.58		1.00		0.46		-0.54		0.04		2.9		2.9

		PARAMS		4		399		319273		461532		44.56		62		6		98		0		36		-6		1.23		1.14		-0.09		0.65		0.46		-0.19		-0.28		1.9		1.6

		PARATH		4		2098		110077		84213		-23.50		16		32		28		24		12		-8		5.80		5.40		-0.40		2.11		1.29		-0.82		-1.22		7.9		6.7

		PARBCN		4		858		187083		383727		105.11		35		7		84		0		49		-7		1.96		1.63		-0.34		0.86		0.57		-0.29		-0.63		2.8		2.2

		PARBIR		8		488		101149		197128		94.89		35		0		65		0		30		0		0.24		0.25		0.01		1.47		0.75		-0.73		-0.72		1.7		1.0

		PARCPH		4		1004		178378		239444		34.23		33		20		63		7		30		-13		2.67		2.35		-0.31		1.00		0.75		-0.25		-0.57		3.7		3.1

		PARDUS		8		392		205600		172638		-16.03		57		0		58		0		1		0		1.08		1.09		0.02		0.75		0.68		-0.07		-0.05		1.8		1.8

		PARFRA		4		449		375280		507517		35.24		72		29		89		19		17		-10		1.70		1.53		-0.17		0.64		0.42		-0.23		-0.39		2.3		1.9

		PARGVA		8		407		302175		203393		-32.69		87		0		89		0		2		0		1.06		1.10		0.04		0.54		0.44		-0.10		-0.06		1.6		1.5

		PARHAJ		4		632		26514		54959		107.28		24		6		48		0		24		-6		2.35		1.65		-0.69		1.99		1.22		-0.78		-1.47		4.3		2.9

		PARHEL		1		1896		77818		90645		16.48		22		87		21		78		-1		-9		5.39		5.62		0.23		0.56		0.84		0.28		0.50		6.0		6.5

		PARLIS		4		1470		144768		149343		3.16		29		12		57		0		28		-12		2.14		1.41		-0.73		1.26		0.76		-0.50		-1.24		3.4		2.2

		PARLON		2		347		1733638		1277669		-26.30		321		0		308		0		-13		0		0.08		0.17		0.09		0.14		0.20		0.07		0.16		0.2		0.4

		PARMAD		8		1064		331093		551713		66.63		52		0		95		0		43		0		1.85		1.97		0.12		0.88		0.51		-0.37		-0.25		2.7		2.5

		PARMAN		9		588		104762		246826		135.61		35		20		59		72		24		52		1.24		1.72		0.48		0.86		0.42		-0.43		0.05		2.1		2.1

		PARMIL		4		598		354711		251638		-29.06		64		7		111		0		47		-7		1.60		1.44		-0.15		0.57		0.46		-0.11		-0.27		2.2		1.9

		PARMUC		4		680		158527		266024		67.81		54		7		69		6		15		-1		1.66		1.67		0.01		1.09		0.56		-0.53		-0.52		2.8		2.2

		PAROSL		9		1316		34365		105644		207.42		20		8		35		45		15		37		2.60		3.85		1.25		1.72		0.68		-1.04		0.21		4.3		4.5

		PARROM		9		1100		343725		218972		-36.29		72		0		95		9		23		9		1.99		2.18		0.19		0.69		0.53		-0.16		0.03		2.7		2.7

		PARSTO		4		1540		109148		188430		72.64		28		45		49		41		21		-4		3.85		3.16		-0.68		0.74		0.72		-0.02		-0.70		4.6		3.9

		PARVIE		4		1035		104959		144990		38.14		26		40		77		4		51		-36		3.01		2.22		-0.79		0.66		0.60		-0.06		-0.85		3.7		2.8

		ROMAMS		4		1296		127945		129032		0.85		29		34		42		4		13		-30		4.21		2.95		-1.25		1.33		0.88		-0.45		-1.70		5.5		3.8

		ROMBCN		4		848		96545		73862		-23.49		22		7		42		0		20		-7		2.29		1.65		-0.64		2.03		1.04		-0.99		-1.62		4.3		2.7

		ROMBRU		4		1172		101899		128466		26.07		28		18		68		4		40		-14		3.47		2.27		-1.20		1.17		0.60		-0.57		-1.77		4.6		2.9

		ROMCPH		5		1535		41694		32372		-22.36		14		21		7		23		-7		2		3.17		4.20		1.03		1.83		1.48		-0.36		0.68		5.0		5.7

		ROMDUS		4		1133		14904		16422		10.19		7		6		26		0		19		-6		4.10		2.61		-1.48		2.91		2.60		-0.31		-1.79		7.0		5.2

		ROMFRA		9		957		162188		143420		-11.57		34		0		58		4		24		4		1.97		2.26		0.30		1.12		0.79		-0.33		-0.04		3.1		3.0

		ROMLON		4		1443		319027		384932		20.66		54		72		113		66		59		-6		2.84		2.50		-0.35		0.54		0.35		-0.19		-0.53		3.4		2.8

		ROMMAD		8		1330		207791		205443		-1.13		31		0		52		0		21		0		2.34		2.41		0.07		1.14		0.86		-0.27		-0.20		3.5		3.3

		ROMMUC		8		704		70282		82444		17.30		21		0		42		0		21		0		1.58		1.67		0.08		2.19		1.34		-0.85		-0.76		3.8		3.0

		ROMPAR		9		1100		372553		215995		-42.02		76		1		95		7		19		6		1.97		2.38		0.41		0.59		0.41		-0.18		0.23		2.6		2.8

		STOAMS		9		1152		89503		191752		114.24		30		36		58		73		28		37		2.87		3.26		0.39		0.82		0.61		-0.21		0.17		3.7		3.9

		STOBRU		9		1288		42586		137995		224.04		25		23		49		69		24		46		3.09		3.26		0.17		1.15		0.69		-0.45		-0.28		4.2		4.0

		STOFRA		9		1223		93567		177342		89.53		27		22		49		43		22		21		2.78		2.92		0.14		1.11		0.77		-0.34		-0.20		3.9		3.7

		STOLON		9		1462		245456		487560		98.63		62		53		169		97		107		44		2.46		2.20		-0.26		0.83		0.42		-0.40		-0.66		3.3		2.6

		VIEAMS		4		959		102069		117260		14.88		20		79		53		11		33		-68		3.65		2.29		-1.36		0.75		0.63		-0.12		-1.48		4.4		2.9

		VIECPH		9		877		57520		46994		-18.30		14		17		34		20		20		3		3.04		2.66		-0.38		1.82		0.94		-0.88		-1.26		4.9		3.6

		VIELON		4		1274		175775		227073		29.18		44		94		79		6		35		-88		2.78		1.65		-1.12		0.65		0.75		0.11		-1.01		3.4		2.4

		VIEMAD		9		1805		20624		22769		10.40		12		5		20		6		8		1		3.76		3.38		-0.38		4.26		1.74		-2.52		-2.90		8.0		5.1

		VIEMUC		8		362		94536		75544		-20.09		27		0		61		0		34		0		0.96		0.98		0.02		1.27		0.66		-0.61		-0.59		2.2		1.6

		VIEPAR		4		1035		113620		143894		26.64		26		44		77		5		51		-39		3.54		2.19		-1.35		0.85		0.63		-0.22		-1.57		4.4		2.8

		ZRHAMS		8		603		168652		173982		3.16		47		0		83		0		36		0		1.51		1.50		-0.00		0.92		0.65		-0.27		-0.27		2.4		2.2

		ZRHDUS		9		444		58329		48121		-17.50		40		0		73		11		33		11		1.25		1.45		0.20		0.84		0.69		-0.15		0.05		2.1		2.1

		ZRHFRA		8		286		204317		160928		-21.24		51		0		94		0		43		0		1.08		1.15		0.07		0.73		0.63		-0.10		-0.03		1.8		1.8

		ZRHLON		4		788		473162		269703		-43.00		86		37		107		0		21		-37		1.37		0.77		-0.60		0.51		0.52		0.01		-0.59		1.9		1.3

		ZRHMAD		8		1239		25214		59987		137.91		29		7		34		7		5		0		2.89		2.37		-0.53		0.98		1.11		0.13		-0.40		3.9		3.5

		Estimacion de los efectos marginales sobre tas								(Especificacion tas=a+b/q+c/q^2)						dtas/dq=-b/q^2-2c/q^3

		Valores 1990		a		0.59				Valores 1998		a		0.39

				b		51146.25						b		65637.65

				c		-1.28E+08						c		-4.38E+08

										Estimacion

				dtas/dq		dtas/dq				efecto entrada

		q		1990		1998				10,000 pax

										(minutos ahorrados por pax)

		25000		7.36E-05		7.70E-05				46.192944

		30000		5.21E-05		5.67E-05				34.0251

		35000		3.88E-05		4.34E-05				26.0196069971

		40000		3.00E-05		3.42E-05				20.50786875

		45000		2.39E-05		2.76E-05				16.5642419753

		50000		1.94E-05		2.28E-05				13.650636

		55000		1.61E-05		1.91E-05				11.4394737791

		60000		1.36E-05		1.62E-05				9.7229416667

		65000		1.16E-05		1.39E-05				8.3643817934

		70000		1.01E-05		1.21E-05				7.2710825073

		75000		8.79E-06		1.06E-05				6.378416

		80000		7.74E-06		9.40E-06				5.6402484375

		85000		6.87E-06		8.37E-06				5.0229515978

		90000		6.14E-06		7.50E-06				4.501554321

		95000		5.52E-06		6.76E-06				4.0572048987

		100000		4.99E-06		6.13E-06				3.675459

		105000		4.53E-06		5.58E-06				3.3451004859

		110000		4.13E-06		5.10E-06				3.0573139745

		115000		3.78E-06		4.68E-06				2.8050943371

		120000		3.48E-06		4.30E-06				2.58281875

		125000		3.21E-06		3.98E-06				2.38593216

		130000		2.97E-06		3.68E-06				2.2107131088

		135000		2.75E-06		3.42E-06				2.0540973022

		140000		2.56E-06		3.19E-06				1.9135432216

		145000		2.39E-06		2.98E-06				1.7869287138

		150000		2.24E-06		2.79E-06				1.6724706667

		155000		2.09E-06		2.61E-06				1.5686620657

		160000		1.97E-06		2.46E-06				1.4742222656

		165000		1.85E-06		2.31E-06				1.3880574005

		170000		1.74E-06		2.18E-06				1.3092286383

		175000		1.65E-06		2.06E-06				1.2369265539

		180000		1.56E-06		1.95E-06				1.1704503086

		185000		1.47E-06		1.85E-06				1.1091906343

		190000		1.40E-06		1.75E-06				1.0526158478

		195000		1.33E-06		1.67E-06				1.0002602943

		200000		1.26E-06		1.59E-06				0.95171475

		205000		1.20E-06		1.51E-06				0.9066184124

		210000		1.15E-06		1.44E-06				0.8646521866

		215000		1.09E-06		1.38E-06				0.8255330323

		220000		1.04E-06		1.32E-06				0.7890091848

		225000		9.99E-07		1.26E-06				0.7548560988

		230000		9.56E-07		1.20E-06				0.7228729925

		235000		9.16E-07		1.15E-06				0.6928798937

		240000		8.79E-07		1.11E-06				0.6647151042

		245000		8.43E-07		1.06E-06				0.6382330186

		250000		8.10E-07		1.02E-06				0.61330224

		255000		7.79E-07		9.83E-07				0.5898039487

		260000		7.49E-07		9.46E-07				0.5676304848

		265000		7.21E-07		9.11E-07				0.5466841137

		270000		6.95E-07		8.78E-07				0.5268759488

		Estimacion de los efectos marginales sobre Ttotal								(Especificacion T=a+b/q+c/q^2)+d*distancia								dtas/dq=-b/q^2-2c/q^3

		Valores 1990		a		0.99				Valores 1998		a		0.80

				b		72590.1						b		74540.9

				c		-3.35E+08						c		-4.04E+08

				d		0.00209						d		0.00196

										Estimacion efecto entrada 10,000 pax

										(minutos ahorrados por pax)

				dtas/dq		dtas/dq

		q		1990		1998				T		Ti		Tas

		25000		9.47E-05		9.34E-05				-56.0		-9.9		-46.2

		30000		6.82E-05		6.79E-05				-40.7		-6.7		-34.0

		35000		5.14E-05		5.14E-05				-30.9		-4.8		-26.0

		40000		4.01E-05		4.03E-05				-24.2		-3.7		-20.5

		45000		3.22E-05		3.24E-05				-19.4		-2.9		-16.6

		50000		2.64E-05		2.66E-05				-16.0		-2.3		-13.7

		55000		2.20E-05		2.22E-05				-13.3		-1.9		-11.4

		60000		1.86E-05		1.88E-05				-11.3		-1.6		-9.7

		65000		1.60E-05		1.62E-05				-9.7		-1.3		-8.4

		70000		1.38E-05		1.40E-05				-8.4		-1.1		-7.3

		75000		1.21E-05		1.23E-05				-7.4		-1.0		-6.4

		80000		1.07E-05		1.09E-05				-6.5		-0.9		-5.6

		85000		9.50E-06		9.66E-06				-5.8		-0.8		-5.0

		90000		8.50E-06		8.65E-06				-5.2		-0.7		-4.5

		95000		7.65E-06		7.79E-06				-4.7		-0.6		-4.1

		100000		6.92E-06		7.05E-06				-4.2		-0.6		-3.7

		105000		6.29E-06		6.41E-06				-3.8		-0.5		-3.3

		110000		5.75E-06		5.86E-06				-3.5		-0.5		-3.1

		115000		5.27E-06		5.37E-06				-3.2		-0.4		-2.8

		120000		4.85E-06		4.94E-06				-3.0		-0.4		-2.6

		125000		4.47E-06		4.56E-06				-2.7		-0.4		-2.4

		130000		4.14E-06		4.23E-06				-2.5		-0.3		-2.2

		135000		3.85E-06		3.93E-06				-2.4		-0.3		-2.1

		140000		3.58E-06		3.66E-06				-2.2		-0.3		-1.9

		145000		3.34E-06		3.41E-06				-2.0		-0.3		-1.8

		150000		3.13E-06		3.19E-06				-1.9		-0.2		-1.7

		155000		2.93E-06		2.99E-06				-1.8		-0.2		-1.6

		160000		2.75E-06		2.81E-06				-1.7		-0.2		-1.5

		165000		2.59E-06		2.65E-06				-1.6		-0.2		-1.4

		170000		2.44E-06		2.50E-06				-1.5		-0.2		-1.3

		175000		2.31E-06		2.36E-06				-1.4		-0.2		-1.2

		180000		2.18E-06		2.23E-06				-1.3		-0.2		-1.2

		185000		2.07E-06		2.11E-06				-1.3		-0.2		-1.1

		190000		1.96E-06		2.01E-06				-1.2		-0.2		-1.1

		195000		1.86E-06		1.91E-06				-1.1		-0.1		-1.0

		200000		1.77E-06		1.81E-06				-1.1		-0.1		-1.0

		205000		1.69E-06		1.73E-06				-1.0		-0.1		-0.9

		210000		1.61E-06		1.65E-06				-1.0		-0.1		-0.9

		215000		1.54E-06		1.57E-06				-0.9		-0.1		-0.8

		220000		1.47E-06		1.50E-06				-0.9		-0.1		-0.8

		225000		1.40E-06		1.44E-06				-0.9		-0.1		-0.8

		230000		1.34E-06		1.38E-06				-0.8		-0.1		-0.7

		235000		1.29E-06		1.32E-06				-0.8		-0.1		-0.7

		240000		1.24E-06		1.26E-06				-0.8		-0.1		-0.7

		245000		1.19E-06		1.21E-06				-0.7		-0.1		-0.6

		250000		1.14E-06		1.17E-06				-0.7		-0.1		-0.6

		255000		1.10E-06		1.12E-06				-0.7		-0.1		-0.6

		260000		1.05E-06		1.08E-06				-0.6		-0.1		-0.6

		265000		1.02E-06		1.04E-06				-0.6		-0.1		-0.5

		270000		9.79E-07		1.00E-06				-0.6		-0.1		-0.5
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Fig 3.4

		

								Figure 3.4:  The Overall UNITE Workplan

								Year 1																								Year 2																								Year 3

								1		2		3		4		5		6		7		8		9		10		11		12		13		14		15		16		17		18		19		20		21		22		23		24		25		26		27		28		29		30		31		32		33				Deliverables (month):

																																																																												D1 (3):  The Overall UNITE Methodology

																																																																												D2 (6):  Pilot Accounts Approach

																																																																												D3 (6):  Marginal Cost Methodology

																																																																												D4 (14):  Alternative Integration Frameworks

																																																																												D5 (14):  Pilot Accounts - Tranche a)

																																																																												D6 (16):  Supplier Opex - Case Studies

																						Tranche a)												Tranche b)												Tranche c)												Review																		D7 (16):  Transport User - Case Studies

																						2 countries												8 countries												8 countries												theory																		D8 (18):  Pilot Accounts - Tranche b)

																																																																												D9 (21):   Accident -  Case Studies

																																																																												D10 (24):  Infrastructure - Case Studies

																																																																												D11 (24):  Environmental - Case Studies

																		D2																																																										D12 (24):  Pilot Accounts - Tranche c)

																																		D5								D8												D12								D14														D13 (28): Testing Integration Frameworks

																																																																												D14 (28): Future Approaches to Accounts

																																																																												D15 (28): Guidance on Adapting MCs

																																																																												D16 (31): Policy Perspectives on UNITE

																																		D4																												D13

																																																																												Note: for clarity, the diagram does

																										Case												D6										D9						D10				General																		not show WP5-10 interactions.

																										Studies												D7																D11				-isation

												D1						D3																																												D15						D16				FR

								1		2		3		4		5		6		7		8		9		10		11		12		13		14		15		16		17		18		19		20		21		22		23		24		25		26		27		28		29		30		31		32		33

								Main Meetings (see text):																																																								Summer months

								A						B										C								D								E		F														G										H
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Fig 3.1

		

										Figure 3.1:  The Early Stages of UNITE

										Year 1

										1		2		3		4		5		6

														direction								major input

																										Deliverables (month):

																										D1 (3) The Overall UNITE Methodology

																										D2 (6)  Pilot Accounts Approach

																				D2						D3 (6)  Marginal Cost Methodology

														D1						D3

														direction								major input

																										Note: WP2, 5-10 continue after month 6

										1		2		3		4		5		6



WP2: 
Integration of Approaches

WP3:
Accounts
Approach

WP4:
MC
Method

WP1:
Outline

Specialist Categories
WP5-10

Specialist Categories
WP5-10



Fig 3.2

		

								Figure 3.2: Development of Transport Accounts

								Year 1												Year 2																								Year 3

								7		8		9		10		11		12		13		14		15		16		17		18		19		20		21		22		23		24		25		26		27		28				Deliverables (month):

																																																						D5 (14):  Pilot Accounts

																																																						- Tranche a)

																																																						D8 (18):  Pilot Accounts

										Tranche a)												Tranche b)												Tranche c)												Review								- Tranche b)

										2 countries												8 countries												8 countries												theory								D12 (24):  Pilot Accounts

														start										start												start																		- Tranche c)

																																																						D14 (28): Future Approaches

																																																						to Accounts

																						D5								D8												D12								D14

																		Implementation										+ support																		Input

								7		8		9		10		11		12		13		14		15		16		17		18		19		20		21		22		23		24		25		26		27		28
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Fig 3.3

		

										Figure 3.3:  Marginal Cost Case Studies

										Year 1												Year 2																								Year 3										Deliverables (month):

										7		8		9		10		11		12		13		14		15		16		17		18		19		20		21		22		23		24		25		26		27		28				Case Studies:

																																																								D6 (16):  Supplier Opex

																																																								D7 (16):  Transport User

																																																								D9 (21):   Accident

										Approach																																						General								D10 (24):  Infrastructure

										to generalisation																																						-isation								D11 (24):  Environmental

																																																				D15

																																																								Generalisation:

										WP6: User Cost & Benefit																		D6																												D15 (28): Guidance on

										WP7: Supplier Opex																		D7																												Adapting MC Estimates

										WP8: Accident Cost																												D9

										WP5: Infrastructure Cost																																		D10

										WP9: Environmental Cost																																		D11

																																																								Note: other roles of

										7		8		9		10		11		12		13		14		15		16		17		18		19		20		21		22		23		24		25		26		27		28				WP5-9 not shown
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		Table 3.1:  Overall Schedule of Workpackages

		WP		Workpackage Title		Start		End		Length		Outputs (month)

						month

		1		The Overall UNITE Methodology		1		3		3		D1 (3)

		2		Integration of Approaches		4		28		25		D4 (14) , D13 (28)

		3		Accounts Approach		4		6		3		D2 (6)

		4		Marginal Cost Methodology		4		6		3		D3 (6)

		5-10		"Specialist Category" WPs:*

		5		Infrastructure Costs & Benefits		4		24		21		D10 (24)

		6		Supplier Operating Cost		4		24		21		D6 (16)

		7		Transport User Costs & Benefits		4		24		21		D7 (16)

		8		Accident Costs		4		24		21		D9 (21)

		9		Environmental Costs		4		26		23		D11 (24)

		10		Taxes, Charges & Subsidies		4		24		21		-

		11		Pilot Accounts		7		24		18		D5 (14) , D8 (18) , D12 (24) ,  D14 (28)

		12		Generalisation of Marginal Costs		7		28		22		D15 (28)

		13		Policy Perspectives on the UNITE Research		29		31		3		D16 (31)

		14		Project Management		1		33		33		FR (33)

		Note: * WP5-10 also output to WP2, 3 and WP11 deliverables.





Deliv

				Table 3.2:  Schedule of Deliverables

				No.		Month		WP		Title		Main Contents		QA

		1		D1		3		1		The Overall UNITE Methodology		outline of overall approach to project; policy issues, technical issues and stakeholder perspectives		NEI

		2		D2		6		3		Pilot Accounts Approach		structure for the pilot accounts; methodology for cost/ benefit/ revenue estimation and allocation		ITS

		3		D3		6		4		Marginal Cost Methodology		core methodologies to be adopted in case studies; outline description of case studies		KUL

		4		D4		14		2		Alternative Integration Frameworks		theoretical perspectives on alternative approaches to combining accounts/ MC information		INFRAS

		5		D5		14		11		Pilot Accounts (2 countries)		pilot accounts - De, Ch		VATT

		6		D6		16		6		Supplier Operating Cost Case Studies		methodology; empirical results		DIW

		7		D7		16		7		Transport User Cost and Benefit Case Studies		methodology; empirical results		NEI

		8		D8		18		11		Pilot Accounts (8 countries)		pilot accounts - Au, Dk, Es, Fr, Ie, Nl, Se, UK		INFRAS

		9		D9		21		8		Accident Cost Case Studies		methodology; empirical results		KUL

		10		D10		24		5		Infrastructure Cost Case Studies		methodology; empirical results		VATT

		11		D11		24		9		Environmental Cost Case Studies		methodology; empirical results		DIW

		12		D12		24		11		Pilot Accounts (8 countries)		pilot accounts - Be, Ee, Fi, Gr, Hu, It, Lu, Pt		NEI

		13		D13		28		2		Results from Testing Alternative Integration Frameworks		modelling approach; empirical results highlighting pro's and con's of alternatives		DIW

		14		D14		28		11		Future Approaches to Accounts		alternative approaches used in pilot accounts; future approaches		ITS

		15		D15		28		12		Guidance on Adapting Marginal Cost Estimates		detailed guidance on transfering MC results between contexts		KUL

		16		D16		31		13		Policy Perspectives on the UNITE Research		re-examination of theoretical approaches to integration, accounts & marginal costs; policy conclusions from the research		DIW

		17		FR		33		14		Final Report for Publication		summary report for the full project		INFRAS

		0		Note: QA = Quality Assurance; all deliverables will be publicly available.
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Milestones

				Table 3.3:  Major Project Milestones

				No.		Month		"Title"		Main Contents

		1		M1		6		"Methodological"		Methodology deliverables - D1, D2 and D3

		2		M2		15		Mid-Term Assessment		D4, D5 (2 country accounts) as well as D1-D3;
"Technology Implementation Plan"

		3		M3		24		"Empirical"		All MC case studies (D6-7, 9-11), 16 country accounts (D8, D12)

		4		M4		28		"Closing Stages"		The "way forward" deliverables, D13-D16

		0		M5		33		Completion		Final Report

		0		Note: at the mid-term assessment meeting, the consortium will be

		0		represented by the Steering Committee.

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0

		0





Meetings

				Table 3.4:  Main Working Meetings

				Meeting		Month		Venue/ Partner		Main Reason		Core Attendance

		1		A		1		Leeds, ITS/UNIVLEEDS		Project launch		Participants in WP1-10

		2		B		4 (end)		Gran Canaria,
EIET		Major Methodological Working Meeting (WP2-10)		Participants in WP2-10

		3		C		9 (start)		Berlin, DIW		Launch of WP11 Tranche a) Accounts, WP12 launch		Accounts Tranche a);
WP5-10 Leaders;

		4		D		13		Vienna, HERRY		Launch of WP11 Tranche b) Accounts		Accounts Tranche b), including sub-contractors

		5		E		17		Paris, ENPC/CERAS		Major Dissemination Meeting - "Integration of Approaches"		External participants; WP2 Contributors and UNITE Steering Committee Partners

		6		F		19		Helsinki, 
SK-Cons, VATT		Launch of WP11 Tranche c) Accounts		Accounts Tranche c), including sub-contractors

		7		G		25		Amsterdam, NEI		MC Generalisation; Accounts "future approaches"		WP5-10 Workpackage Leaders

		0		H		30		Leuven, CES/KUL		Major Dissemination Meeting - Final Project Results		External participants;
All Partners

		0		Note: refer to Figure 3.4 to see meetings schedule within workprogramme.
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Schedule

		Overall Schedule of WPs

		WP		WP Title / Task		Start		End		Dura
-tion:		Deliverable, month		Deliverables

		1		The Overall UNITE Methodology		1		3		3		3		D1 The Overall UNITE Methodology				More prominence to WP1;
takes some theoretical work from WP2;

		2		Integration of Approaches		4		28		25		14		D4 Alternative Integration Frameworks				Additional task on developing accounts approach (from HL, formerly in WP3);
Also, can WP3,4 have a much better defined LINK/input with WP2 - new task?;

												28		D13 Results from Testing Alternative Integration Frameworks

		3		Accounts Approach		4		6		3		6		D2 Pilot Accounts Approach				(see WP2 note - theoretical development continues in WP2)

		4		Marginal Cost Methodology		4		6		3		6		D3 Marginal Cost Methodology

		5-10		"Specialist Category" WPs:		see below								* new * deliverables

																		Need to re-consider how WP5-10 support the accounts (support is particularly heavy in WP5, 9);

		5		Infrastructure Costs & Benefits		4		24		21		24		D10 Infrastructure Cost Case Studies				Late COMPLETION of D10

		6		Supplier Operating Cost		4		24		21		16		D6 Supplier Operating Cost Case Studies				Early COMPLETION of D6

		7		Transport User Costs & Benefits		4		24		21		16		D7 Transport User Cost and Benefit Case Studies				Early COMPLETION of D7

		8		Accident Costs		4		24		21		21		D9 Accident Cost Case Studies				Intermediate COMPLETION

		9		Environmental Costs		4		26		23		24		D11 Environmental Cost Case Studies				Late COMPLETION of D9

		10		Taxes, Charges & Subsidies		4		24		21				No case studies needed?.

		WP		WP Title / Task		Start
month:		END		Dura
-tion:		Deliverable, month		Deliverables

		11		Pilot Accounts		7		24		18		14		D5 Pilot Accounts (2 countries)				* new * phasing - 2 "test runs" of the accounts;

												18		D8 Pilot Accounts (8 countries)				Tranche b) & c) learn from Tranche a);
Start of Tranche b) overlaps with a);

												24		D12 Pilot Accounts (8 countries)				(countries in last tranche chosen to fit in with partner commitments, particularly for MC case studies)

												28		Note: QA = Quality Assurance; all deliverables will be publicly available.

		12		Generalisation of Marginal Costs		7		28		22		28		D15 Guidance on Adapting Marginal Cost Estimates				(see WP5-10 note: emphasis of generalisation now in this WP)

		13		Policy Perspectives on the UNITE Research		29		31		3		31		D16 Policy Perspectives on the UNITE Research				Takes "Policy Implications from WP2"

		14		Project Management		1		33		33		33		FR Final Report for Publication				Project extended to allow non-coordinator contributions to the FR.

		Detailed Schedule of Tasks (NOT COMPLETE)

		1		The Overall UNITE Methodology		1		3		3

				Task 1.1: Identification of Policy Questions

				Task 1.2: Identification of Technical Questions

				Task 1.3: Discussion with Key Stakeholders

				Task 1.4: Development of Framework for Integration

				Task 1.5: Development of an Outline for Project

		2		Integration of Approaches		4		28		25

				Task 2.1: Development of a Theoretical Framework				6

				Task 2.2: Connecting and Integrating the different parts of the Transport Economics Literature				14

				Task 2.3:  Application of Experience from National Economic Accounting Experiments				14

				Task 2.4: Selection of Alternative Pricing, Investment and Transport Accounts Approaches for Further Testing		15		18

				Task 2.5: Empirical Illustration of the Direct Implications of Alternative Approaches		19		25

				Task 2.6:  Empirical Illustration of the Indirect Implications of Alternative Appoaches		19		28

		3		Accounts Approach		4		6		3

		4		Marginal Cost Methodology		4		6		3

		5		Infrastructure Costs & Benefits		4		24		21

		6		Supplier Operating Cost		4		24		21

		7		Transport User Costs & Benefits		4		24		21

		8		Accident Costs		4		24		21

		9		Environmental Costs		4		26		23

		9.1		Determine Scope		4		4

		9.2		Approach for Accounts		5		6										Must include critical review (see note above);
does Accounts approach require MC methodology?

		9.3		Methodology for MC case studies		5		6										Must include critical review (see note above)

		9.4		Support Accounts Development		7		24

		9.5		Conduct MC Case Studies		7		24

		9.6		Development of Ideal Accounts Approach		24		26										This is the "ideal" approach - not to be applied in the general accounts;
Timing?

		10		Taxes, Charges & Subsidies		4		24		21

		11		Pilot Accounts		7		24		18

		12		Generalisation of Marginal Costs		7		28		22

		13		Policy Perspectives on the UNITE Research		29		31		3

		14		Project Management		1		33		33












