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Abstract 
This report summarises the findings of the DITTO project to date with particular respect 

to optimising the rail life cycle. This consists of three main stages in terms of optimising 

the overall system, optimising the plan (or timetable) and optimising (real-time) 

operations. This is underpinned by continuous performance monitoring with a particular 

emphasis on the relationship between capacity utilisation and service reliability. A series 

of good practices are identified with respect to using safety and capacity analysis to 

determine theoretical capacity limits, using optimisation techniques to identify practical 

capacity limits and using simulation techniques that in the future will allow optimised 

timetables to be put into practice. 
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1. Introduction 
 

In the last 20 years, rail traffic on the national network in Britain has grown by around 

100% in terms of passengers and freight and by 50% in terms of train movements, whilst 

the overall quantum of infrastructure has barely changed (ORR, 2016). To meet the 

challenges that such growth presents, the UK rail sector has established the Future 

Traffic Regulation Optimisation (FuTRO) research programme which is examining the 

ways that advances in technology, including those associated with the digital railway, 

can improve rail operations. FuTRO is thus developing the control, command and 

communications theme of the Rail Technical Strategy (RSSB, 2012). One of the projects 

that has been commissioned by FuTRO is Developing Integrated Tools to Optimise 

(DITTO) Railway Systems, funded by RSSB (formerly the Rail Safety and Standards Board) 

for three years from September 2014 ς see www.dittorailway.uk. DITTO is a consortium 

of researchers based at universities in Leeds, Southampton and Swansea. Industrial 

support has been provided by Arup, Siemens Rail Automation and Tracsis. It builds upon 

separate projects undertaken by the three Universities for the RSSB/EPSRC Capacity at 

Nodes programme that ran from 2010 to 2012. The three projects were Challenging 

Established Rules for Train Control (Leeds), Overcoming Capacity Constraints: A 

Simulation Integrated with Optimisation of Nodes (OCCASION ς Southampton) and 

SafeCap (Swansea) (see Goodall et al., 2013). 

DITTO contributes to FuTRO by establishing basic principles and proofs of concept and 

by developing optimisation formulations, algorithms and processes that will help deliver 

a step change in rail system performance and help to meet future customer needs. This 

will be done by taking into account developments in human and automatic control on 

trains and in control centres (particularly related to ERTMS) and by making better use of 

data, particularly with respect to time and position of trains. 

DITTO's objectives are thus to: 

1. Develop optimisation activities that maintain safe operating conditions and do 

not exceed theoretical capacity limits.  

2. Develop timetables that optimise capacity utilisation without compromising 

service reliability.  

3. Combine dynamic data on the status of individual trains to produce an optimal 

system-wide outcome in terms of traffic management.  

4. Use Artificial Intelligence to produce tractable solutions to real-time traffic 

control.  

Objective 1 relates to network optimisation. It determines the theoretical capacity of a 

given infrastructure scheme plan that is operated in a safe manner. By inference, it can 

be used to optimise infrastructure provision. Our findings with respect to objective 1 are 

discussed in section 2. Objective 2 relates to plan optimisation. It involves matching 
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trains to the infrastructure so as to maximise the throughput of trains subject to 

acceptable levels of performance, primarily in terms of punctuality. Our findings with 

respect to objective 2 are outlined in sections 3 (where we deploy analytical methods) 

and 4 (where we deploy optimisation techniques). Objective 3 relates to traffic 

management optimisation. It involves dynamically controlling trains to minimise the 

impact of service disruptions. Our findings with respect to objective 3 are outlined in 

section 5, based on the simulation tools we have developed. Objective 4 attempts to 

integrate the three optimisation processes described above by using machine learning 

tools based on performance monitoring. Our initial findings are discussed in section 6. 

The overall approach adopted in optimising the railway life-cycle is illustrated by Figure 

1. 

 
Figure 1: Optimising the Rail Life-Cycle. 

 

The DITTO project thus consists of four inter-related and complementary technical 

strands that are innovative both on their own and in combination with each other. 

Safety ς this strand allows optimisation activities to proceed in the knowledge that safe 

operating conditions are being maintained and that theoretical capacity limits are not 

being exceeded.  

Reliability ς this strand quantifies the trade-offs between the provision of additional 

train services and the maintenance of service quality so as to develop timetables that 

optimise capacity utilisation without compromising service reliability.  

Dynamic simulation ς micro-level data on the status of individual trains will be 

combined to produce an optimal, macro-level outcome, transmitting the system-wide 

needs back to the micro-level, so that individual train movements can be optimised 

within overall system requirements.  

Network integration ς using artificial intelligence, optimised timetables are produced 

that can be adjusted in real time through dynamic simulation. Our work in this area has 

not yet completed but we discuss some of our intentions in section 6. 
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1.1 System Optimisation 
 

Figure 2 shows that our starting point for system optimisation is to put a Scheme Plan 

(SP) through a safety and capacity verification process (see also James et al., 2015a).  

This might use either RailML or output from Computer Assisted Design (CAD) and the 

OnTrack editor (see James et al., 2015b). These approaches are brought together by the 

OnTrack Domain Specific Language (DSL) developed by Swansea University. Safety 

verification can then be performed using a variety of languages such as: CSP 

(Communicating Sequential Processes), a specification language for concurrent systems 

defined by Sir Tony Hoare in the early 1980s; CSP Parallel B, a combination of CSP and 

the specification language B, defined by Swansea's research partners at Surrey 

University around 2000; and CASL (Common Algebraic Specification Language). As 

section 2, illustrates the key output is the maximum number of trains (and their 

sequence) that constitutes the safety limit for a given infrastructure. This can than set 

the theoretical capacity limit for the plan optimisation. 

 

 
Figure 2: System Optimisation - Safety and Capacity Validation.  
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1.2 Plan Optimisation  
 

Figure 3 shows that the next stage is to undertake the plan optimisation. This takes the 

existing Timetable (TT) in CIF (Common Interface Format) and the safety limits 

established by the verification and, using Capacity Utilisation Indices or other related 

approaches, assesses the likely performance in terms of Congestion Related Reactionary 

Delay (CRRD).  Performance scenarios are then developed to feed into a stochastic 

optimisation based on a variant of job shop scheduling, in which the railway 

infrastructure (track and signalling) is treated as a machine shop and train movements 

are treated as jobs to be processed. This involves a two stage stochastic program. In the 

first stage, new trains are inserted into the timetable. The second stage involves 

optimising for reliability for various random scenarios. This is undertaken at the meso-

level, for example for a node such as Peterborough on the East Coast Main Line (ECML). 

The implications are assessed at a macro-level, for example for the ECML between 

Doncaster and Alexandra Palace. Initially, we had intended to use a variation of the 

Multi-Commodity Network Design Problem (MCNDP) but this did not prove to be 

practical. Instead, a deterministic job shop optimisation is applied. Constraints ensure 

that the revised timetable is within safety limits. Once the optimisation is confirmed at 

the meso- and macro-levels, it is fed into the final stage.  

 

 
Figure 3: Plan Optimisation 
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1.3 Operations Optimisation 
 

The third stage involves operations optimisation by examining the scope for dynamic 

rescheduling and this is done by using the TrackULA train simulator, together with 

consideration of traditional algorithms, and alongside human control and artificial 

intelligence based on machine learning.  This is informed by historic data on 

performance (in terms of delays) that has also informed the static optimisation and may 

be used to consider a wider range of scenarios. The final output, as illustrated by Figure 

4 is an optimised timetable, along with a series of rescheduling plans, if needed. 

 

 
Figure 4: Operations Optimisation by Dynamic Rescheduling 

 

1.4 Monitoring and Evaluation 
 

As can be seen from Figure 1, the optimisation life-cycle will be informed by monitoring 

and evaluation. This will be used to continuously improve the system, as indicated by 

the feedback loops in Figures 2 to 4. Key performance indicators will include capacity 

utilisation indices (see section 3) and measures of punctuality and reliability, such as 



6 

 

CASL (cancellations and serious lateness), CRRD (congestion-related reactionary delay) 

and PPM (public performance measure). 

 

1.5 Integrated Assessments  
 

Our work draws on the rich literature in this application domain, with a particular 

emphasis on rail capacity (for reviews, see Abril et al., 2008 and Kontaxi and Ricci, 2012).  

These reviews have highlighted a number of approaches to rail capacity management, 

including analytical methods (non-parametric and parametric), simulation, optimisation 

and integrated assessment. DITTO is attempting to provide an integrated assessment by 

combining analytical, optimisation and simulation approaches with formal methods for 

safety and capacity verification. 
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2. Safety Verification and Capacity Assessment  
 

FuTRO has the objective of improved management and control via system optimisation, 

where measures are constrained by theoretical capacity, and safety is an underlying 

indispensable precondition. Through our previous SafeCap project, the Swansea team 

has developed expertise in this topic as well as scientific results on safety and capacity, 

which were turned into applicable tool sets that can be scaled up to complex rail nodes. 

Within DITTO, we have continued and expanded on this work: 

 

¶ We further developed the OnTrack Tool and integrated it with the Birmingham 

Railway Simulation Suite (BRaSS) ς former called BRaVE (Birmingham Railway 

Virtual Environment) -- developed by the Birmingham Centre for Railway 

Research and Education, therefore reaching out to the DEDOTS project, which is 

also funded within the FuTRO programme ς see Section 2.1 and Good Practice X. 

 

¶ We devised a new method for formal safety analysis of computer based 

interlocking at the design level based on the process algebra CSP. This method 

has been implemented in the OnTrack tool and tested on real world examples 

with verification times now in seconds or minutes. We believe this approach to 

be mature enough to be used in industrial practice -- see Section 2.1.  

 

¶ We developed a new method for formal safety analysis of ERTMS Level 2 

systems at the design level based on the algebraic specification language Real-

Time Maude.  From an industrial perspective, Siemens Rail Automation, 

Chippenham, considers our work to have high potential to improve quality 

assurance within their software development processΟof ERTMS level 2 inter-

lockings and RBCs ς see Section 2.3. 

 

¶ There is ongoing, promising work to analyse track plans for capacity using the 

process algebra Timed CSP. Here, the models are timed extensions of the CSP 

models that we use for safety analysis. This is because we see safety and 

capacity as two sides of the same coin: in the interest of safety, trains must be 

separated by headways; in the interest of capacity, trains should run closely 

together. The current status is that our models allow one to demonstrate 

predictable effects on models for capacity, addressing calibration and scalability 

is ongoing work ς see Section 2.3. 
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2.1 The OnTrack Tool 
 

OnTrack (James et al., 2013, 2016)1 is an open toolset for railway verification developed 

between Swansea University, Coventry University and Surrey University. Within the 

DITTO project, OnTrack has been developed further for railway optimisation and serves 

as a common platform for tool integration.  

Within the railway industry, defining graphical descriptions is the de facto method of 

designing railway networks. These graphical descriptions enable an engineer to visually 

represent the tracks and signals etc., within a railway network. The OnTrack toolset  (see 

Figure 5) achieves the goal of encapsulating formal methods for the railway domain. 

Overall, the OnTrack toolset provides a modelling and verification environment that 

allows graphical scheme plan descriptions to be captured and supported by formal 

verification. Thus, it provides a bridge between railway domain notations and formal 

specification. This in turn makes formal methods accessible to domain engineers.  

 

 
Figure 5: The OnTrack Editor 

 

In OnTrack, we emphasise the use of a Domain Specific Language (DSL) and the 

decoupling of this DSL from the verification method. One of the novelties of this is that 

we can define abstractions on the DSL in order to yield an optimised description prior to 

formal analysis. Importantly, these abstractions allow benefits for verification in 

different formal languages. Also, due to the way OnTrack has been designed, it is easily 

extendable to allow the generation of formal models in any given modelling language. 

                                            
1 See also the OnTrack toolset ς Webpage: 
http://www.cs.swansea.ac.uk/~csmarkus/ProcessesAndData/ontrack  
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This means that the graphical editor of OnTrack can be used as a basis for generating 

different formal specifications in different languages. Finally, OnTrack is designed for the 

railway domain, but the clear separation of an editor with support for abstractions from 

the chosen formal language is a principle that is more widely applicable. For full details 

on OnTrack, see James et al., 2015b. 

 

2.2 Formal Safety Verification 

 

CƻǊƳŀƭ ǾŜǊƛŦƛŎŀǘƛƻƴ ƻŦ Ǌŀƛƭǿŀȅ ŎƻƴǘǊƻƭ ǎƻŦǘǿŀǊŜ Ƙŀǎ ōŜŜƴ ƛŘŜƴǘƛŦƛŜŘ ŀǎ ƻƴŜ ƻŦ ǘƘŜ άDǊŀƴŘ 

/ƘŀƭƭŜƴƎŜǎέ ƻŦ /ƻƳǇǳǘŜǊ {ŎƛŜƴŎŜΦ But in respect of this challenge, a question has been 

ŀǎƪŜŘ ōȅ ǘƘŜ ŎƻƳƳǳƴƛǘȅΥ ά²ƘŜǊŜ Řƻ ǘƘŜ ŀȄƛƻƳǎ ŎƻƳŜ ŦǊƻƳΚέ .ƭǳƴǘƭȅ ŜȄǇǊŜǎǎƛƴƎ ŀ ǾƛŜǿ 

ŎƻƳƳƻƴ ǘƻ ǘƘŜ CƻǊƳŀƭ aŜǘƘƻŘǎ ŎƻƳƳǳƴƛǘȅΣ tŀǳƭǎƻƴ ǎǘŀǘŜǎΣ άL ƘŀǾŜ ǎŜŜƴ Ƴŀƴȅ ǇƛŜŎŜǎ 

of work spoilt by unrealistic models, ƛƴŎƻǊǊŜŎǘ ŀȄƛƻƳǎ ƻǊ ǇǊƻƻŦǎ ƻŦ ƛǊǊŜƭŜǾŀƴǘ ǇǊƻǇŜǊǘƛŜǎέ 

(Paulson, 2012). The modelling of systems, as well as of proof obligations, needs to be 

faithful.  

In this section we report on two faithful and formal modelling and verification 

approaches on the design level: safety analysis of interlocking designs in CSP and ERTMS 

Safety Verification in Real Time Maude. As interlockings are also part of the ERTMS Level 

2 systems, our CSP analysis applies to both traditional railway systems and ERTMS level 

2 systems. 

Good Practice I: Safety Analysis in CSP 

In order to develop a faithful model, we first developed an abstract view of a classical 

railway system. To this end, we produced a hierarchy of components and their 

communications in the form of an information flow diagram to visualise the 

communication between railway elements, as shown by Figure 6.  

Figure 6: Information Flow Diagram 

This abstract view was then modelled in a so-called process algebra, a framework for 

describing processes (agents, systems) and their interactions with each other and their 
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environment. As the name implies, a process algebra provides algebraic laws which 

allow for formal analyses of the behaviour of the processes being modelled. We provide 

here only the briefest glimpse into process algebra and how it is used. 

tǊƻŎŜǎǎ ŀƭƎŜōǊŀ ǊŜǎŜŀǊŎƘ ōŜƎŀƴ ǿƛǘƘ wƻōƛƴ aƛƭƴŜǊΩǎ ǎŜƳƛƴŀƭ ǿƻǊƪ ǎǘŀǊǘƛƴƎ ƛƴ мфто ƻƴ ǘƘŜ 

Calculus of Communicating Systems (CCS) (Milner, 1980) ς though this was itself 

influenced by Petri nets (Petri, 1962) and the actor model (Hewitt et al., 1973). Tony 

IƻŀǊŜΩǎ Communicating Sequential Processes (CSP) first appeared in 1978 and was 

subsequently developed into a fully-fledged process algebra with the publication of his 

CSP textbook in 1985 (Hoare, 1985). There are various other modelling languages in the 

category of process algebra, but we have adopted CSP for this work. 

A process algebra has two main constituents: processes ς these are the entities with a 

άōŜƘŀǾƛƻǳǊέΣ ƛƴ ƻǳǊ ŎŀǎŜΣ ŦƻǊ ŜȄŀƳǇƭŜΥ ǘƘŜ /ƻƴǘǊƻƭƭŜǊΣ ǘƘŜ LƴǘŜǊƭƻŎƪƛƴƎΣ ǘƘŜ ǎƛƎƴŀƭǎΣ ŀƴŘ 

the trains; and events ς these are the things that we Ŏŀƴ άƻōǎŜǊǾŜέ ŦǊƻƳ ǘƘŜ ǇǊƻŎŜǎǎŜǎΣ 

in our case, for example: that the Controller makes a Route request, or a train moves 

from one track to the other. It then provides a number of algebraic operations for 

defining and combining processes; typical amongst these are: sequential composition 

(running two processes one after the other); concurrent composition (running two or 

more processes together in parallel with their events happening in an interleaving 

fashion, with the synchronous execution of events modelling a communication between 

processes); and choice (running just one of a given collection of processes, with the 

choice determined by the system or being made by the environment non-

deterministically). Processes are then defined by algebraic equations, and the execution 

of a system (the parallel composition of the processes) is represented by a labelled 

transition system (LTS), which is a set of states with transitions (arrows) between them 

labelled by events. If in our LTS we have S ςς a ςς> T where S and T are states with a 

transition labelled a going from S to T, this indicates that if the system is in state S, it can 

do an a event, and by doing so it will evolve into state T. 

In order to model railway systems in CSP, we have first systematically described their 

dynamics in a number of tables. As an example, Tables 1 and 2 describe how trains 

ΨƛƴǘŜǊŀŎǘΩ ǿƛǘƘ ŀ ƎǊŜŜƴΣ ǊŜǎǇŜŎǘƛǾŜƭȅ ǊŜŘΣ ǎƛƎƴŀƭΦ 

Table 1: Move and Cancel Route Behaviours (for a Green signal) 

Event Explanation Condition 

move.x.y A train moves from track x 

to track y past the signal, 

which is changed to red. 

The train is on track x which 

contains the signal, and 

track y is a next track. 

cancelRoute.r The route r is cancelled and 

the signal is changed to red. 

None. 
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Table 2: Hang Move and Set Route Behaviours (for a Red signal) 

We can get an intuitive impression of the high-level behaviour we are trying to capture 

as an LTS with the above tables from Figure 7:  

Figure 7: Rail Application of a Labelled Transition System 

To give a flavour of CSP, the representation of this behaviour is shown in Figure 8. 

Figure 8: Behaviour Representation in CSP. 

The 2017 MRes dissertation by Michael Smith details this approach (Smith, 2017).  

Thanks to such systematic modelling utilising the strength of CSP and the fast model 

checker FDR3 we have built up a fast verification method, which is now automatically 

implemented in the OnTrack tool. Table 3 summarises some verification times from real 

world rail nodes on the East Coast Main Line. Note that, thanks to further tool 

development of OnTrack, the times have dramatically improved during the course of the 

DITTO project, and also that now all the verifications are fully automatic. 

 

Event Explanation Condition 

hangMove A train passes the signal 
whilst it is red. 

The train is on the track 
which contains the signal. 

setRoute.r A route r is set and the 
signal is changed to green. 

The route must begin at 
this signal. 
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Table 3: Verification Times on the East Coast Main Line 

Rail Node Verification Time (for the whole plan) 

Allington  0m23.199s  

Barkston  0m18.371s  

Werrington  0m14.546s  

Grantham 45m27.161s 

 

Good Practice II: ERTMS Safety Verification in Real Time 
Maude 
 

ERTMS extends classical signalling systems by adding a radio block centre and adding 

control computers to trains. This allows, in ERTMS/ETCS Level 2, speed and braking 

curves of each individual train to be taken into account. These determine, for each train 

individually, the train's braking point well in advance of the end of the movement 

authority that the ERTMS signalling system had granted to the train. This will separate 

trains by shorter margins (compared to classical signalling systems) and thus increase 

capacity. Concerning formal safety analyses, for ERTMS it is necessary to develop and 

analyse timed or hybrid models. Note that ς as ERTMS level 2 still includes interlockings 

ς the challenges for formal safety analysis for classical interlocking designs remain, and 

are extended by new dimensions. 

More specifically, an ERTMS/ETCS system consists of a controller, an interlocking (a 

specialised computer that determines if a request from the conǘǊƻƭƭŜǊ ƛǎ άǎŀŦŜέ), a radio 

block centre, track equipment, and a number of trains. Whilst the ERTMS/ETCS standard 

details the interactions between the trains and track equipment (e.g., in order to obtain 

concise train position information) and the radio block centre and trains (e.g., to hand 

out movement authorities), the details of how the controller, interlocking and radio 

block centre interact with each other are left to the suppliers of signalling solutions, 

such as our industrial partner Siemens Rail Automation UK. In this example, we work 

with the implementation as realised by Siemens and in the following we refer to this 

system simply as ERTMS. 

One development step when building an ERTMS system consists of developing a so-

called detailed design. Given geographical data such as a specific track layout and what 

routes through this track layout shall be used, the detailed design adds a number of 

tables that determine the location-specific behaviour of the interlocking and radio block 

centre. To the best of our knowledge, our modelling of ERTMS is the first one comprising 

all ERTMS subsystems required for the control cycle in ERTMS Level 2. 

The objective of our modelling is to provide a formal argument that a given detailed 

design is safe. Here we focus on collision freedom, though our model is extensible for 
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dealing with further safety properties such as derailment and run-throughs, and 

potentially with performance analysis. 

We base our modelling approach on Real-Time Maude, a language and tool supporting 

the formal object-oriented specification and analysis of real-time and hybrid systems. In 

order to obtain a faithful model of ERTMS/ETCS level 2 on the design level, we follow a 

methodical approach, established by the Swansea Railway Verification Group.  

As a first modelling step, we systematically identify the entities of ERTMS; describe their 

abstract behaviour; and determine the abstract information flow between them, all in 

line with the design by Siemens Rail UK, see Figure 9. 

. 

 
Figure 9: ERTMS Architecture 

 

Tables 4 and 5 show a series of verification results that have been achieved via 

modelling. They highlight the number of rewrite (or verification) steps needed for three 

rail-yards against two different control strategies: a round-robin controller, which 

follows a given timetable for route requests, and a random controller that can choose to 

make any route requests at any time. For further details see James et al. 2015c. 

Table 4: Verification Results of Model Checking with Restricted Control Strategy 
 

Scheme  
Plan 

Round Robin Controller Unbounded 

No Crash Tracks No Crash Distance 

Pass-through 0.22s / 429,601 rewrites 
0.22s / 403,997 rewrites 
0.22s / 639,841 rewrites 

0.25s / 585,862 rewrites 
0.25s / 514,958 rewrites 
0.48s / 972,169 rewrites 

Cross 

Twist 
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Table 5: Verification Results of Model Checking with Random Control Strategy 
 

Scheme  
Plan 

Random Controller in Time 300 

No Crash Tracks No Crash Distance 

Pass- through     181.22s / 190,680,755 
rewrites 
    891.50s / 503,331,780 
rewrites 
1,222.79s / 652,668,124 
rewrites 

   212.26s/   297,058,224 rewrites 
   841.28s/   723,639,655 rewrites 
1,340.09s/1,104,718,343 
rewrites 

Cross 

Twist 

 

The results show that unbounded model checking is successful when control is 

restricted, e.g., to our round-robin controller. This is due to the restrictions that such a 

timetable puts on train movements through the scheme plan. However, when using our 

random controller, the state space increases. Moreover, there are infinite traces 

possible, e.g., by the controller choosing the same route over and over again. Thus, we 

provide results for up to a given time bound of 300 seconds. Note that this time is 

enough to ensure that both trains can travel completely through each of the scheme 

plans. !ƴƻǘƘŜǊ ǇƘŜƴƻƳŜƴƻƴ ƛǎ ǘƘŀǘ ƳƻŘŜƭ ŎƘŜŎƪƛƴƎ ŦƻǊ ǘƘŜ ƭƻƎƛŎŀƭ ǎŀŦŜǘȅ ŎƻƴŘƛǘƛƻƴ άbƻ 

/ǊŀǎƘ ¢ǊŀŎƪέ ǊŜǉǳƛǊŜǎ ŦŜǿŜǊ ǊŜǿǊƛǘŜǎ όŀǇǇǊƻȄƛƳŀǘŜƭȅ нл҈ύ ǘƘŀƴ ŦƻǊ ǘƘŜ ǇƘȅǎƛŎŀƭ ǎŀŦŜǘȅ 

ŎƻƴŘƛǘƛƻƴ άbƻ /ǊŀǎƘ 5ƛǎǘŀƴŎŜέΦ ¢Ƙƛǎ Ŧƻƭƭƻǿǎ ƻƴŜϥǎ ƛƴǘǳƛǘƛƻƴΦ 

As expected, model checking times increase with the complexity of the scheme plans. 

One naive complexity measure would be the number of routes available in a scheme 

plan. We note that there are five routes in the Pass-through station; six routes in the 

Cross; and eight routes in the Twist. This again follows intuition, as the random 

controller has more freedom in more complex track plans. Note that this observation 

does not necessarily carry over to the round robin controller: here, the order in which 

the routes are requested plays a role as well and can possibly overshadow this effect. 

Finally, it is future work to consider more varied rail-yards, and also how the frequency 

of controller requests affects model checking results. 

 

2.3 Capacity Assessment 
 

Overcoming the constraints on railway capacity caused by nodes (stations and junctions) 

on the rail network is one of the most pressing challenges to the rail industry. In 2007, 

ǘƘŜ ¦Y ƎƻǾŜǊƴƳŜƴǘŀƭ ²ƘƛǘŜ tŀǇŜǊ ά5ŜƭƛǾŜǊƛƴƎ ŀ {ǳǎǘŀƛƴŀōƭŜ wŀƛƭǿŀȅέ ǎǘŀǘŜŘΥ άwŀƛƭΩǎ 

biggesǘ ŎƻƴǘǊƛōǳǘƛƻƴ ǘƻ ǘŀŎƪƭƛƴƎ Ǝƭƻōŀƭ ǿŀǊƳƛƴƎ ŎƻƳŜǎ ŦǊƻƳ ƛƴŎǊŜŀǎƛƴƎ ƛǘǎ ŎŀǇŀŎƛǘȅέ (DfT, 

2007, page 10).  High capacity, however, is but one design aim within the railway 

domain. Railways are safety-critical systems. Their malfunction could lead to death or 

serious injury to people, loss or severe damage to equipment, or to environmental 

harm. To this end, we aim to develop an integrated view of rail networks, within which 

capacity can be investigated without compromising safety.  
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Good Practice III: Capacity Analysis in Timed CSP  
 

The process algebra CSP has successfully been applied to modelling, analysing and 

verifying railways for safety aspects, see Section 2.1 above. Solely concerned with safety, 

this approach has ignored the aspect of time. Yet the capacity of a rail network node is 

highly dependent on time: moving a point or moving a train through a node takes time, 

sighting and braking distance are functions of time. Thus, rather than using CSP, we 

apply Timed CSP, building on earlier work (e.g. Roberts et al., 2014), in order to achieve 

an integrated view on safety and capacity. To the best of our knowledge we are the first 

to consider railway capacity in Timed CSP or a related formalism. Timed CSP extends CSP 

ōȅ ŀ ƴǳƳōŜǊ ƻŦ ƻǇŜǊŀǘƻǊǎΣ ƻŦ ǿƘƛŎƘ ǿŜ ǳǎŜ Ƴƻǎǘƭȅ ǘƘŜ ǇǊƻŎŜǎǎ ά²ŀƛǘ ŘέΣ ǿƘƛŎƘ ǿŀƛǘǎ ŦƻǊ 

Ř ǘƛƳŜ ǳƴƛǘǎΣ ŀƴŘ ǘƘŜ ŘŜƭŀȅŜŘ ŜǾŜƴǘ ǇǊŜŦƛȄ ƻǇŜǊŀǘƻǊ ŀ ҦŘ P, which first performs a, then 

waits for d time units, before it behaves as P. Timed CSP speaks always about minimal 

delays; i.e. Timed CSP guarantees that a process is inactive for d time units, the process 

however can be inactive for longer. 

The Wait d process allows us to model the time that a train needs to travel from one 

end of a track to the other by setting d = track length / max speed, i.e., provided that the 

train driver does not exceed the speed limit, it will take at least time d between entering 

a track and leaving a track. (In the current modelling, we ignore the length of a train.) 

Should the train driver decide to drive slower, this is covered by this modelling as well, 

since d is a minimal delay. 

Of the various capacity notions within the railway domain, we deal here with so-called 

ǘƘŜƻǊŜǘƛŎŀƭ ƴŜǘǿƻǊƪ ŎŀǇŀŎƛǘȅΦ ά¢ƘŜƻǊŜǘƛŎŀƭέ ŎŀǇŀŎƛǘȅ ŀǎ ǿŜ ƭƻƻƪ ŀǘ ǘƘŜ ŎŀǇŀŎƛǘȅ ǘƘŀǘ ƛƴ 

principle can be scheduled -- as opposed to the capacity actually used.  Capacity is often 

regarded as an elusive concept, which is not easy to define and measure. In general, it 

can be described as below:  

ά/ŀǇŀŎƛǘȅ ŘŜǘŜǊƳƛƴŜǎ ǘƘŜ ƳŀȄƛƳǳƳ ƴǳƳōŜǊ ƻŦ ǘǊŀƛƴǎ ǘƘŀǘ ǿƻǳƭŘ ōŜ ŀōƭŜ ǘƻ ƻǇŜǊŀǘŜ ƻƴ ŀ 

given railway infrastructure, during a specific time interval, given the operational 

conŘƛǘƛƻƴǎΦέ (Isobe et al., 2012, page 57). 

We illustrate our approach to capacity on an example given to us by Siemens Rail 

engineers. The track plan below (Figure 10) consists of two lines: a main line from A to C, 

and a side line from A to B. The speed limit on the main line is 90mph, on the side line it 

is 70mph.  
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Figure 10: Illustrative Scheme Plan 

 

In order to travel from the main line to the side line, a train has to pass the point on 

track AJ at a speed which at most can be 40mph. Here, we consider two scenarios. In 

scenario 1, there is a speed limit sign at the end of track AH that forces trains to slow 

down well before AJ. In scenario 2, this speed limit sign has been moved to the end of 

track AI, indicated by the dashed arrow in the picture above. The question is: how does 

moving this speed limit sign affect capacity? The answer is given by Figure 11. 

 

 
Figure 11: Capacity Enhancement from Moving a Speed Limit Sign. 

 

Figure 11 shows the predictions that we obtain with our modelling. Given a period of 

time, on the Y axis we have the number of trains that can be scheduled on the side line, 

on the X axis we have the number of trains that can be scheduled on the main line. The 

solid blue line represents the maximal schedules for scenario 2. We see that we can 

schedule, e.g., 18 trains on the side line and 0 trains on the main line; 17 trains on the 

side line and 7 trains on the main line; etc. The grey area below the blue line represents 

the set of all possible schedules in scenario 2. The maximal schedules for scenario 1 are 

given by the grey line, i.e., 17 trains on the side line, 0 trains on the main line etc. 
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Speaking of capacity, we interpret the blue line (the grey line) as the theoretical network 

capacity of scenario 2 (scenario 1). The utilised capacity will be any point below this line, 

for scenario 2 the grey area indicates which choices are possible for the utilised capacity. 

We see these lines as the characteristic curves of the scheme plans under consideration.  

Note that ς although not shown here ς also the control tables influence these curves. In 

previous work we have demonstrated that control tables without overlap lead to higher 

capacity than control tables without overlap (Isobe et al., 2012).  

Our modelling and analysis confirms the expectation that the Siemens rail engineers had 

with respect to the given example: moving the 40mph sign further down yields a 

capacity gain. It will be future work to further calibrate the numbers.  

Beyond computing the characteristic curve of a rail node, it is also possible to check if a 

given schedule is possible or not. Take for example the following two schedules: 

Table 6: Comparison of two schedules 

Schedule 1: Possible Schedule 2: Impossible 

Train ID Time Destination Train ID Time Destination 

1   0 Line 1 1 0 Line 1 

2 100 Line 2 2 100 Line 2 

3 200 Line 1 3 200 Line 1 

4 300 Line 1 4 220 Line 1 

5 400 Line 2 5 400 Line 2 

6 500 Line 1 6 500 Line 1 

 

Table 6 shows the times when a train enters the network by moving on to track AE. 

Schedule 1 and Schedule 2 differ on train 4, in schedule 1 it shall enter at time 300, in 

schedule 2 it shall enter at time 220. Our tool says that the first schedule is possible, 

while the second one is not.  

It is also possible to produce possible schedules as shown by Table 7. 

Table 7: Possible Schedule 

Train ID Time Destination 

1 
2 
3 
4 
5 
6 
" 

  0 
 27 
 54 
 87 
120 
153 

" 

Line 2 
Line 1 
Line 2 
Line 1 
Line 2 
Line 1 

" 

 
Table 7 gives the beginning of a possible schedule for capacity (12, 16) ς here, the first 
number, 12, denotes the number of trains on the side line, and the second number, 16, 
denotes the number of trains on the side line.  Taking such a maximal schedule, we can 
produce from it a smaller schedule, say for capacity (6, 11), by leaving out 6 trains with a 
destination of Line 2 and 5 trains with a destination of Line 1.  
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While we see these results as promising, future work is needed in order to address  

¶ Calibration ς are the predicted numbers of trains realistic? 

¶ Scalability ς how can we treat example of realistic size? 
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3. Capacity Utilisation and Performance  
 

In this section we examine the relationship between capacity utilisation and service 

performance, as delays are a key performance indicator of the system. Hence, this 

relationship is at the crux of the monitoring and evaluation of rail system performance. 

Therefore, we will define the key terms and provide some analysis of the relationships 

between capacity utilisation at nodes and secondary delays, which we highlight as an 

area of good practice. 

 

3.1 Capacity Definitions 
 

Many definitions of rail capacity are available and are applied for different purposes and 

in different contexts (Kontaxi and Ricci, 2012).  For the purposes of this work and 

documentation, the most useful definition is the number of trains using a section of 

infrastructure per unit time (usually per hour or day, or sometimes per three-hour peak 

period). Similarly, as noted by UIC (2004) it is difficult, if not impossible, to identify a 

unique maximum theoretical capacity value for a railway system or sub-section, but this 

is not necessary for the calculation methods used to evaluate capacity utilisation, as 

described below. 

Capacity Utilisation is a measure of the extent to which the theoretical capacity of a 

section of a railway system is being utilised, or consumed, and is expressed as the 

percentage of the time period under consideration during which the infrastructure is 

occupied. 

 

3.2 Capacity Utilisation at Nodes 
 

As the capacity bottlenecks of the railway system, nodes (i.e. stations and junctions) 

tend to limit overall capacity, and an understanding of their practical capacity utilisation 

limits is therefore particularly valuable.  However, because of their variability and ς in 

some cases ς complexity, both in terms of layout and train operations, they are difficult 

and time-consuming to model and assess. For these reasons, and in contrast to the 

ΨǇƭŀƛƴ ƭƛƴŜΩ ƭƛƴƪǎ ōŜǘǿŜŜƴ ƴƻŘŜǎΣ ǎǘŀƴŘŀǊŘ ƳŜǘƘƻŘƻƭƻƎƛŜǎ ƘŀǾŜ ƴƻǘ ōŜŜn available until 

comparatively recently, and advisory upper limit capacity utilisation values have not yet 

been established.  

¢ƘŜ ǳǇŘŀǘŜŘ ¦L/ плс Ψ/ŀǇŀŎƛǘȅΩ ƭŜŀŦƭŜǘ ό¦L/Σ нлмоύ ŜȄǘŜƴŘŜŘ ǘƘŜ ŀǎǎŜǎǎƳŜƴǘ 

methodology from links to nodes, but did not specify any recommended upper limit 

values ς again, this partly reflects the variability and potential complexity of station and 

junction layouts and operations. The follow-on ACCVA (Assessment of Capacity 

Calculation Values) project included among its objectives the identification of such 
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upper limits, and this is part of the DITTO work, but the results to date have confirmed 

the difficulty of identifying unique values, independent of location and layout. 

 

3.3 Primary and Secondary Delays and their attribution 
 

Chief measures of performance on the railway network in Britain are train punctuality 

and reliability, i.e. lateness (caused by delays) and cancellations, the focus of this work 

being on delays. Delays are categorised as primary or secondary, primary delays being 

attributed to trains suffering initial delays, such as mechanical failures, and secondary 

delays to other trains that are in turn delayed as knock-on effects of the primary delays.  

hƴ .ǊƛǘŀƛƴΩǎ ǊŀƛƭǿŀȅǎΣ ŘŜƭŀȅǎ ƻŦ ǘƘǊŜŜ ƳƛƴǳǘŜǎ ƻǊ ƳƻǊŜ ŀǊŜ ǊŜŎƻǊŘŜŘ ŀnd attributed in the 

TRUST (Train Running Systems on TOPS (Total Operations Processing System)) database. 

The attribution includes details of the service and Operator affected, the party 

responsible for the delay (it could be the affected Operator, another Operator, Network 

Rail or an External cause), and the date, time, duration and location of the delay. As well 

as recording whether the delay is Primary or Secondary, additional, more specific, cause 

codes are also recorded, together with other relevant data.  Historic delay data is 

ŀǾŀƛƭŀōƭŜΣ ǘƻƎŜǘƘŜǊ ǿƛǘƘ ŜȄǇƭŀƴŀǘƻǊȅ ƴƻǘŜǎΣ ƻƴ bŜǘǿƻǊƪ wŀƛƭΩǎ ǿŜōǎƛǘŜΣ ƭƛǎǘŜŘ ǳƴŘŜǊ 

ΨIƛǎǘƻǊƛŎ ŘŜƭŀȅ ŀǘǘǊƛōǳǘƛƻƴΩΣ ŀǘ 

https://www.networkrail.co.uk/who-we-are/transparency-and-

ethics/transparency/datasets/#H 

Note: the location information in the dataset takes the form of numeric STANOX (Station 

Number) codes, and it will normally be necessary to map these to the corresponding 

location names or TIPLOC (Timing Point Location) codes, using the mapping included 

with the dataset. This mapping is not necessarily one-to-one. 

 

3.4 The Relationship between Capacity Utilisation and 
Secondary Delays 
 

As capacity utilisation levels increase, the system becomes more vulnerable to 

secondary delays, which cannot easily be absorbed by the system, and can instead 

spread quickly and widely across the network. An illustration of the typical, theoretical 

relationship between capacity utilisation and secondary delay is shown in Figure 12, 

where secondary delay increases exponentially with capacity utilisation (note: the 

relationship shown is indicative only, and is not intended to show a suitable upper limit 

for capacity utilisation). 

 

https://www.networkrail.co.uk/who-we-are/transparency-and-ethics/transparency/datasets/#H
https://www.networkrail.co.uk/who-we-are/transparency-and-ethics/transparency/datasets/#H
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Figure 12: Theoretical Relationship between Capacity Utilisation and Secondary Delay 
 

A more generalised representation of the interdependencies involved is shown in Figure 

3.2 (UIC, 2004). Performance and secondary delays are a reflection of timetable stability, 

while capacity utilisation increases with the number of trains and their heterogeneity, 

and is also affected, less directly, by their average speed.  Figure 13 illustrates two 

service types: mixed train working with high average speeds and service heterogeneity, 

but with modest capacity and stability (this will be akin to our East Coast Main Line case 

study) and metro train working with lower average speeds and heterogeneity but higher 

capacity and stability. It should be noted that low levels of capacity utilisation are not a 

guarantee of a stable, reliable timetable, since this also depends upon the detailed 

planning of and interactions between services; however, all things being equal, higher 

levels of capacity utilisation are likely to result in reductions in timetable stability. 
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Figure 13: Interdependencies between Operating Characteristics and Timetable 

Stability 
 

Good Practice IV: Analysis of the Relationship between Nodal 
Delays and Capacity Utilisation 
 

Nodal delays can be identified in the TRUST datasets as records with the same start and 

end locations, and can be extracted for locations of interest by selecting the appropriate 

STANOX codes or, once the appropriate mapping has been done, the corresponding 

TIPLOCs or location names. Secondary delay records and different causes of delay can 

similarly be selected; if the focus (as was the case for DITTO Railway Systems) is on 

congestion-related reactionary delay (CRRD), the following cause codes should be used: 

YA, YB, YC, YD, YE, YF, YG, YO2. An example of the attribution process which emphasises 

the role of nodes, and particularly stations, in delay propagation is shown by Table 8. 

Our starting point was to use the Capacity Charge Recalibration dataset (2012) used by 

Arup in work for ORR. This contained 458,000 records of nodal delay ς some 26% of the 

total of over 1.74 million delay incidents. From this dataset, 57,958 records were 

extracted for the London and North Eastern route which included 755 TIPLOCs. It was 

found that 146 nodes accounted for over 90% of nodal delays and all these nodes 

related to passenger station or freight terminals. The top six categories, accounting for 

83 nodes and 41,612 delay incidents (over 70% of the route total) are shown overleaf. 

  

                                            
2 See http://nrodwiki.rockshore.net/index.php/Delay_Attribution_Guide 
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Table 8: Example of Attribution of Delays to Nodes 
(See also Armstrong and Preston, 2015) 

Node Classification   No. of Nodes  No. of CRRD Incidents 
Complex, Major Station   11   18,887 
Freight Terminal   35    6,847 
Complex, Medium Station  10    5,734 
Complex, Minor Station     8    5,721 
2-track through Station   15    2,393 
2-track Terminus     4    2,030 

 

As indicated above, only limited guidelines are available for capacity utilisation 

calculations at junctions and stations: no formal guidelines are available for the Capacity 

Utilisation Index (CUI ) approach used in Britain (Gibson et al., 2002), and, while updated 

UIC 406 provides an outline methodology, it does not include any guidance for capacity 

utilisation calculations for trains calling (i.e. arriving, stopping and then departing) at 

stations, or for trains arriving and terminating their journeys, and then going out of 

service or forming subsequent originating departures.  

It will typically be impractical to identify a single level of capacity utilisation for a station 

or junction, unless it is formed of a single track and platform, or a single switch or set of 

points. For more complex locations, it will be necessary to subdivide the layout into 

separate tracks, switches and platforms, and assess their individual levels of capacity 

utilisation, paying particular attention to the busiest and most critical infrastructure 

elements. Depending upon the nature of the elements in question, individual levels of 

capacity utilisation can be calculated by means of the standard timetable compression 

approach, using minimum headways, junction margins, dwell times, platform 

reoccupation times and turnaround times as appropriate (location-specific or general 

values for these can be found in bŜǘǿƻǊƪ wŀƛƭΩǎ ¢ƛƳŜǘŀōƭŜ tƭŀƴƴƛƴƎ wǳƭŜǎ ς see 

http://archive.nr.co.uk/browse%20documents/Rules%20Of%20The%20Route/Viewable

%20copy/roprhome.pdf). 

For the purposes of investigating relationships between capacity utilisation and 

performance at nodes, capacity utilisation values should be calculated for, and delay 

data records assigned to and aggregated for, common time bands (the delay records are 

assigned to time bands on the basis of their recorded start time). These time bands will 

typically be of one hour, but users may choose their own to suit their circumstances and 

needs: previous work, including DITTO Railway Systems, has found that one-hour time 

bands Ŏŀƴ ǇǊƻŘǳŎŜ ǉǳƛǘŜ ΨƴƻƛǎȅΩ ǊŜǎǳƭǘǎΣ ŀƴŘ ǘƘǊŜŜ-hour time bands were found to 

produce improved levels of correlation. The use of three-hour time bands has the 

additional advantage of mapping onto the typical morning and evening peak travel 

periods of 07:00 - 10:00 and 16:00 - 19:00 and also fitting the three-hour intervals 

between the peaks. Separate capacity utilisation calculations and delay allocations will 

typically need to be undertaken for weekday, Saturday and Sunday timetables, to reflect 

their different characteristics. In cases where occupancy of an infrastructure element 

http://archive.nr.co.uk/browse%20documents/Rules%20Of%20The%20Route/Viewable%20copy/roprhome.pdf
http://archive.nr.co.uk/browse%20documents/Rules%20Of%20The%20Route/Viewable%20copy/roprhome.pdf
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ΨǎǘǊŀŘŘƭŜǎΩ ƳǳƭǘƛǇƭŜ ŎƘƻǎŜƴ ǘƛƳŜ ǇŜǊƛƻŘǎ όŜΦƎΦ ŀ ǘǊŀƛƴ ŀǊǊƛǾŜǎ ƛƴ ŀ ǇƭŀǘŦƻǊƳ ŀǘ лсΥруΣ ŀƴŘ 

departs at 07:03), the occupancy time should be split between the two time periods, 

and the resulting occupancies for both periods compressed and assessed in the usual 

manner.  

For simple, two-track, two-platform stations, delay data can be separated and assigned 

by direction, and the relationship with capacity utilisation plotted, as shown in Figure 14 

for Platform 1 (westbound) of Knaresborough station. 

 

 
Figure 14: 3-Hourly CRRD vs. Capacity Utilisation for Knaresborough Platform 1 

 

For more complex stations, the assignment of delay records requires further 

consideration, and simply assigning them by direction may not be sufficient, and could 

produce misleading results. For example, Grantham station, on the East Coast Main Line 

is shown in Figure 15, with Platform 1 on the southbound main line, and Platform 4 on 

the branch. The relationships between capacity utilisation and aggregate southbound 

delay for both platforms are shown in Figures 16 and 17. 
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Figure 15: Grantham Station Layout 

 
 

 
Figure 16: Capacity Utilisation and Aggregate Southbound Delay at Grantham Platform 

1 
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Figure 17: Capacity Utilisation and Aggregate Southbound Delay at Grantham Platform 

4 
 

The correlation shown for Platform 1 is quite high, at 82.04%, and delay is seen to 

increase quite sharply at what seem to be sensible levels of capacity utilisation, i.e. 50% 

- 60%.  For Platform 4, the correlation is greater, but the capacity utilisation levels are 

quite low (reflecting traffic levels at and past the platform), and delay is seen to increase 

markedly at very low capacity utilisation levels of 8% - 10%, which is both pessimistic 

and misleading. Although this might be reflecting a capacity constraint upstream or 

downstream of Platform 4, e.g. the crossover at the southern throat of the station, the 

more likely explanation is that the attribution of delays to Platform 4 leads to a spurious 

correlation. This, in turn, confirms the requirement for more detailed assignment of 

delay data for even slightly complex infrastructure layouts. Such an approach was 

applied to the assessment of Peterborough station, whose layout is shown in Figure 18. 

 


