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Abstract

This reportsummarisathe findings of the DITTO project to date warticularrespect

to optimising the rail life cycleThis consists of three main stageserms ofoptimising

the overall systemgptimisingthe plan (or timetable) andptimising(reatime)
operations.This is underpinned by continuous performance monitoring with a particular
emphasis on the relationship between capacity utilisation and service reliabiligries

of good practices are identified with respect to using safety eaqghcity analysis to
determine theoretical capacity limitsising optimisation techniques to identify practical
capacity limits and using simulation techniqulkeat in the future will allowoptimised
timetablesto be putinto practice.
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1. Introduction

In the last 20 years, rail traffic on the national network in Britain has grown by around
100%in terms of passengers and freight and by 50% in terms of train movements, whilst
the overall quantum of infrastructure has barely changed (ORR, 2016). To meet the
challenges that such growth presents, the UK rail sector has established the Future
TrafficRegulation Optimisation (FUTRO) research programme which is examining the
ways that advances in technology, including those associated with the digital railway,
can improve rail operations. FUTRO is thus developing the control, command and
communicationshieme of the Rail Technical Strategy (RSSB, 2012). One of the projects
that has been commissioned by FUTRO is Developing Integrated Tools to Optimise
(DITTO) Railway Systems, funded by RSSB (formerly the Rail Safety and Standards Board)
for three years fronBeptember 2014 see www.dittorailway.uk. DITTO is a consortium

of researchers based at universities in Leeds, Southampton and Swansea. Industrial
support has been provided by Arup, Siemens Rail Automation and Tracsis. It builds upon
separate projects urgltaken by the three Universities for the RSSB/EPSRC Capacity at
Nodes programme that ran from 2010 to 2012. The three projects were Challenging
Established Rules for Train Control (Leeds), Overcoming Capacity Constraints: A
Simulation Integrated with Optiisation of Nodes (OCCASI©QSouthampton) and

SafeCap (Swansea) (see Goodall et al., 2013).

DITTO contributeto FUTRO by establishing basic principles and proofs of concept and
by developing optimisation formulations, algorithms and processes thah&lpldeliver

a step change in rail system performance and help to meet future customer needs. This
will be done by taking into account developments in human and automatic control on
trains and in control centres (particularly related to ERTMS) and by miaédtey use of

data, particularly with respect to time and position of trains.

DITTO's objectives are thus to:

1. Develop optimisation activities that maintain safe operating conditions and do
not exceed theoretical capacity limits.

2. Develop timetables thatatimise capacity utilisation without compromising
service reliability.

3. Combine dynamic data on the status of individual trains to produce an optimal
systemwide outcome in terms of traffic management.

4. Use Artificial Intelligence to produce tractable daus to realtime traffic
control.

Objective 1 relates to network optimisation. It determines the theoretical capacity
given infrastructure scheme plan that is operaiach safe manneBy inference, it can
be used to optimise infrastructure proias. Our findings with respect to objective 1 are
discussed in section @bjective 2 relates to plan optimisation. It involves matching



trains to the infrastructure so as to maximise the throughput of trains subject to
acceptable levels of performance,imarily in terms of punctualityOur findings with
respect to objective 2 areutlined in sections 3 (where we deploy analytical methods)
and 4 (where we deploy optimisation techniqueSpjective 3 relates to traffic
management optimisation. It involves dynamically controlling trains to minimise the
impact of service disruption®ur findings with respect to objective 3 are outlined in
section 5, based on the simulation tools we have dieped. Objective 4 attempts to
integrate the three optimisation processes described above by using machine learning
tools based on performance monitorin@ur initial findings are discussed in section 6.
Theoverallapproach adoptedn optimising the railvay lifecycle is illustrated by Figure
1.

(1)
Network (2)

Optimisation s
P Plan Optimisation

OnTrack

Safety and Capacity Analysis

(3)
(4) Performance ]
Monitoring Traffic Management
Optimisation

Figurel: Optimising the Rail Lif€ycle.

The DITTO project thus consists of four inated and complementary technical
strands that are innovative both on their own and in combination with each other.

Safetyc this strand allows optimisation activities to proceed in the knowledge that safe
operating conditions are being maintained and that theoretical capacity limits are not
being exceeded.

Reliability ¢ this strand quantifies the tradeffs between tke provision of additional
train services and the maintenance of service quality so as to develop timetables that
optimise capacity utilisation without compromising service reliability.

Dynamic simulationg micro-level data on the status of individual tres will be
combined to produce an optimal, mactevel outcome, transmitting the systewmide
needs back to the micrtevel, so that individual train movements can be optimised
within overall system requirements.

Network integration¢ using artificial intigence, optimised timetables are produced
that can be adjusted in real time through dynamic simulation. Our work in this area has
not yetcompletedbut we discussome of our intentions inextion 6.
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1.1 System Optnisation

Figure 2 shows that our starting point for system optimisation is to put a Scheme Plan
(SP) through a safety and capacity verification process (see also James et al., 2015a).
This might use either RailML or output from Computer Assisted Design (CADgand t
OnTrack editor (see James et al., 2015b). These approaches are brought together by the
OnTrack Domain Specific Language (DSL) developed by Swansea University. Safety
verification can then be performed using a variety of languages such as: CSP
(Communicting Sequential Processea specification language for concurrent systems
defined by Sir Tony Hoare in the early 1980s; CSP Parallel B, a combination of CSP and
the specification language B, defined by Swansea's research partners at Surrey
University aroind 2000; and CASCommon Algebraic Specification Langyage

section 2, illustrates the key output is the maximum number of trains (and their
sequence) thatonstitutes the safety limit for a given infrastructure. This can than set

the theoretical capaity limit for the plan optimisation.
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Figure 2:System Optimisatiorr Safety and Capacity Validation




1.2 Plan Optimisation

Figure 3 shows that the next stage is to undertake the plan optimisation. This takes the
existing Timetable (TT) in CIF (Comrtraarface Format) and the safety limits

established by the verification and, using Capacity Utilisation Indices or other related
approaches, assesses the likely performance in terms of Congestion Related Reactionary
Delay (CRRD). Performance scenarioshese developed to feed into a stochastic
optimisation based on a variant of job shop scheduling, in wthetrailway

infrastructure (track and signalling)tieated asa machine shop and train movements

are treated as job# be processedThis involvea two stage stochastic program. In the
first stage, new trains are inserted into the timetable. The second stage involves
optimising for reliability for various random scenarios. This is undertaken at the-meso
level, for example for a node such as Petethmh on the East Coast Main Line (ECML).
The implications are assessed at a mdexel, for example for the ECML between
Doncaster and Alexandra Palatsitially, we had intended to use a variationté
Multi-Commodity Network Design Problem (MCNDB®)this did not prove to be

practical Instead, a deterministic job shop optimisation is appli€dnstraints ensure

that the revised timetable is within safety limits. Once the optimisation is confirmed at
the mese and macrelevels, it is fed into théinal stage.
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Figure 3: Plan Optimisation
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1.3 Operations Optimisation

The third stage involves operations optimisation by examining the scope for dynamic
rescheduling and this is done by using the TtoMrain simulatortogetherwith
consideration ofraditional algorithmsandalongside human control and artificial
intelligence based on machine learning. This is informed by historic data on
performance (in terms of delays) that has also informed the static optimisatidmay

be used toconsider a wdler range of scenarios. The final output, as illustrated by Figure
4 is an optimised timetable, along with a series of rescheduling plans, if needed.

¥

New Timetable/
Performance Scenarios

Micro level
Dynamic Simulation (Trackula/
Dracula)

Y YyY

Algorithm Based Train
Control

Adjustment
required?

Test with Train [
Controllers

! Yes b
Manually-Adjusted Train i Adjustment
Control ¥ required?

Machine Learning
Tools

Al-Control
Supervised learning
Temporal Difference
learning

Adjustment
required?

Schedule,
Re-scheduling Plans

4
J

Figure 4: Operations Optimisation by Dynamic Rescheduling

1.4 Monitoring and Evaluation

As can be seen from Figure 1, the optimisationdifele will be informed by monitoring
and evaluation. This will be used to continuously improve the system, as indicated by
the feedback loops in Figures 24o0Key performance indicators will include capacity
utilisation indices (see section 3) and measures of punctuality and reliability, such as



CASL (cancationsand serious latees9, CRRD (congestigelated reactionary delay)
and PPM (public performanceaasure).

1.5 Integrated Assessments

Our work draws on the rich literature in this application domain, with a particular
emphasis on rail capacity (for revieveee Abril et a] 2008 and Kontaxi and Ricci, 2012).
These reviews have highlighted a numbeapproaches to rail capacity management,
including analytical methods (nguarametric and parametric), simulation, optimisation

and integrated assessment. DITTO is attempting to provide an integrated assessment by
combining analytical, optimisation and sifation approaches with formal methods for
safety and capacity verification.
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2. Safety Verification and Capacity Assessment

FUuTRO has the objective of improved management and control via systemsapitm;
where measures are constrained by theoretical capacity, and safety is an underlying
indispensable precondition. Through our previous SafeCap project, the Swansea team
has developed expertise in this topic as well as scientific results on safetapadity,

which were turned into applicable tool sets that can be scaled up to complex rail nodes.
Within DTTQ we have continued and expanded on this work:

1 We further developed the OnTrack Tool and integrated it with the Birmingham
Railway Simulation 8a (BRaSS)former called BRaVBirmingham Railway
Virtual Environment)- developed by the Birmingham Centre for Railway
Research and Education, therefore reaching ouh®DEDOTS project, which is
also funded withirthe FUTRQyrogrammeg see Sectior2.1 and Good Practice X.

1 We devised a new method for formal safety analysisamhputer based
interlockingat the design level based on the process algebra CSP. This method
has been implemented in the OnTrack tool and tested on real world examples
with verification times now in seconds or minutes. We believe this approach to
be mature enough to be used in industrial practieeee Section 2.1.

1 We developed a new method for formal safety analysis of ERTMS Level 2
systemsat the design level based on tlaégebraic specification language Real
Time Maude. From an industrial perspective, Siemens Rail Automation
Chippenhamg¢onsiders our work to have high potential to improve quality
assurance within their software development prod@ssERTMS level 2 inter
lockings and RBGsee Section 2.3.

1 Thereis ongoing, promising work tanalysetrack plans for capacity using the
process algebra Timed CSP. Here, the models are timed extensions of the CSP
models that we use for safety analysis. Thizeisausenve see safety and
capacity as two sides of the same coin: in the interest of safety, trains must be
separated by headways; in the interest of capacity, trains should run closely
together. The current status is that our models allow one to demonstrate
predictable effects on models for capacity, addressing calibration and scalability
is ongoing worlg see Section 2.3.



2.1 The OnTrack Tool

OnTrackKJames et al., 2013, 2016 an open toolset for railway verification developed
between Swansea University, Coventry University and Surrey University. Within the
DITTO project, OnTrack has been developed further for railway @gation and serves
as a common platform for tool inggation.

Within the railway industry, defining graphical descriptions is the de facto method of
designing railway networks. These graphical descriptions enable an engineer to visually
represent the tracks and signals etc., within a railway network. THe &2k toolset(see
Figure 5achieves the goal of encapsulating formal methods for the railway domain.
Overall, the OnTrack toolset provides a modelling and verification environment that
allows graphical scheme plan descriptions to be captured and suggpost formal
verification. Thus, it provides a bridge between railway domain notations and formal
specification. This in turn makes formal methods accessible to domain engineers.
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(e Q- &4 v+  Tahoma 9 v v =y BieoBeRay N 100% ] w [
5 Project Explorer I3 = O | crantham.ontrack_diagram £ =8
= & - <* Palette b
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¥ (% > output
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» [ Barkston.ontrack_diagram w1 Track
» |5 Claypool.ontrack X [ 10 12 14 16 18 2 w1 New Track
s Claypool ontrack_diagram Te2874 Ha7a3 Te2870 TezEn Tez810 Te2836 Teze1s ¢ el Point
¥ |} default.ontrack N
» ) default.ontrack_diagram ] 14 New Point
» 4} default2.ontrack . . 2 . ” 2 - “ ¥ Crassing
> ) DoubleJunction.antrack Ne7az RCELLE ¥ 1 = New Crossing
» i} DoubleJunction.ontrack_diagram TC2B83 TC2872 TC2E71 TC2BE6 NE7E3 TCZ867 TC2B458 TC2844 )
» 4 Grantham.ontrack - Signal
» [d) Grantham.ontrack_diagram - - £ Signal placement
» [ Helenvales.ontrack "84 @ gignal direction
> @ . i Tcz864.
8} Hetenvales.ontrack_diagram | Senrance
» ) Linear.entrack_diagram . N ]
» [+ Peterborough.ontrack s ~#|Entrance placement
» [f; Peterborough.ontrack_diagram : 52 000 19 a8 Aoy ¥ 61 63 lsc Iea 91 oo ! B exit
» 4) Swansea.ontrack Tease Te2857 Tesase Tea8Be Tcaese  Tozees Te28at Tez840 Tczeer | Tezss ez || ¥ Exit placement
» |} Swansea.ontrack_diagram 8802 & T
» 4 t10.ontrack i ermina
» [ t11.ontrack :F l’s & Terminal placement
» 43 t12.0ntrack
Te2860
(4 CDO Sessions 88 =/ %+ ¥ = 0O
% Outline 2 Task List =8 Properties [ CSP [ CSP|IB 22 Covering [ Control Table & PoB = B
5 |® < [TrackPlan #Tracks #Paints #Crossings #Signals #Routes #5tates Time Result
Full 7 14 o 25 28
TC3285 29 7 o 8 9(7)
TC2827 29 7 ) [ 8(7)
TC2874 29 7 0 6 9(7)
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Figure5: The OnTrack Editor

In OnTrack, we emphasise the use of a Donsaiecific Language (DSL) and the
decoupling of this DSL from the verification method. One of the novelties of this is that
we can define abstractions on the DSL in order to yield an optimised description prior to
formal analysis. Importantly, these absttins allow benefits for verification in

different formal languages. Also, due to the way OnTrack has been designed, it is easily
extendable to allow the generation of formal models in any given modelling language.

1 See also the OnTrack toolsg¥Webpage:
http://www.cs.swansea.ac.uk/~csmarkus/ProceséadData/ontrack
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This means that the graphical editor@hTrack can be used as a basis for generating
different formal specifications in different languages. Finally, OnTrack is designed for the
railway domain, but the clear separation of an editor with support for abstractions from
the chosen formal language a principle that is more widely applicable. For full details

on OnTrackseeJames et al., 2015b

2.2 Formal Safety Verification

C2NNIf OSNATAOIGAZ2Y 2F NIAfgle O2yiNRt &2Fi(o!

| Kttt Sy3aSaé¢ 2 ¥FButidrespabShslcHal@ngs, ¢ quéstion has been

a1 SR o0& G(G(KS O2YYdzyArAideyYy a2KSNB R2 GKS FEA2Ya
O2YY2y (2 GKS C2NXYIf aSikz2zRa O2YYdzyAaidez tI d#f &

of work spoilt by unrealistic models,y O2 NNBEOG | EA2Y& 2NJ LINP2F&
(Paulson, 2012)The modding of systems, as well as of proof obligations, needs to be
faithful.

In this section we report on two faithful and formalodellingand verification

approaches on the desidavel: safety analysis of interlocking designs in CSP and ERTMS
Safety Verification in Real Time Maude. As interlockings are also part of the ERTMS Level
2 systems, our CSP analysis applies to both traditional railway systems and ERTMS level
2 systems.

Gaod Practice I Safety Analysis in CSP

In order to develop a faithful model, we first developed an abstract view of a classical
railway system. To this end, we produced a hierarchy of components and their
communications in the form of an information flasiagram to visuade the
communication between railway elements, as shown by Figure

Controller

Route request, Request response,
Route release Release response

Interlocking

Signal and point

Sett‘ings Track occupation

Track
equipment

Signal aspect Current movement

Trains

Figure6: Information Flow Diagram

This abstract view was then modelled in acatledprocess algebraa framework for
describing processes (agents, systems) and their interactions with each other and their

27

4



environment. As the name implies, a process algebra provides algebraic laws which
allow for formal analyses of the behaviour of the processes beindgettenl. We provide
here only the briefest glimpse into process algebra and how it is used.

t N2OSaa

£ 3506 NI

NBE&SI NODK

Calculus of Communicating Systdi@€S{Milner, 1980); though this was itsé

influenced byPetri netgPetri, 1962) and thactor model(Hewittet al, 1973). Tony
| 2 I NCBr@hiunicating Sequential Procesg@SP) first appeared in 1978 and was

0S3aAlYy gAGK w20AYy a

subsequently developed into a fulfiedged process algebra with the publication of his
CSP textbook in 198bloare, 1988)There are various other modelling languages in the
category of process algebra, but we havepigd CSP for this work.

A process algebra has two main constitueptsicessesg these are the entities with a

G0SKI @A 2dzNE =
the trains; andeventsc these are the things that we I y°

Ay 2dzNJ OF 483 ¥2NJ SEF YLX SY

d20aSNBS¢

iKS
FTNRY (KS

in our case, for example: that the Controller makes a Route request, or a train moves
from one track to the other. It then provides a numberabfebraic operationfor

defining and combining processes; typical amongsséhare:sequential composition
(running two processes one after the otherjincurrent compositiofrunning two or

more processes together in parallel with their events happening in an interleaving

fashion, with the synchronous execution of events modglhncommunication between
processes); andhoice(running just one of a given collection of processes, with the

choice determined by the system or being made by the environment non
deterministically). Processes are then defined by algebraic equationshargkecution
of a system (the parallel composition of the processes) is representedbbgiéed
transition systen{LTS), which is a set of states with transitions (arrows) between them

labelled by events. If in our LTS we h&¢g a ¢¢> Twhere Sand T are states with a

transition labelleda going fromSto T, this indicates that if the system is in st&dt can
do anaevent, and by doing so it will evolve into stdte

In order to model railway systems in CSP, we have first systematically desbeied

dynamics in a number of tables. As an example, Tables 2 describe how trains
WAYGSNIOGQ 6AGK |

10

AINBSY >

Table 1: Move and Cancel Route Behaviours (for a Green signal)

Event

Explanation

Condition

move.x.y

A train moves from track
to tracky past the signal,
which is changed to red.

The train is on track which
contains the signal, and
trackyis a next track.

cancelRoute.

The router is cancelled and
the signal is changed to reg

None.

NBaLSOGAQSt &

NBRZ

At

| 2
L

aaA
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Table 2:Hang Move and Set Route Behaviours (for a Red signal)

Event

Explanation

Condition

hangMove | A train passes the signal

whilst it is red.

The ftrain is on the track
which contains the signal.

setRoute.r | A mouter is set and the

signal is changed to green.

The route must begin at
this signal.

We can get an intuitive impression of the hilgivel behaviour we are trying to capture

as an LTS with the above tables fréigure?:

move.z.y

set Route.r

cancel Route.r

Figure7: RailApplication of a Labelled Transition System

Togive a flavour of CSthe representation of this behaviour is shown in Fig8re

O

O

r Signals process in CSP

SignalBehaveGreen(Id) =
(O np : next(signaldt(Id)) » move.signalAt(Id).np — SignalBehaveRed(Id))

SignalBehaveRed(Id) =
(O r: routes(Id) e setRoute.r — SignalBehaveGreen(Id))

(O r: routes(Id) ® cancelRoute.r — SignalBehaveRed(Id))

(O np : next(signaldi(Id)) e hangMove — SignalBehaveRed(Id))

Figure8: Behaviour Representation in CSP

The 2017 MRedissertation by Michael Smith details this approach (Smith, 2017).
Thanks to such systematic modelling utilising the strength of CSP and the fast model
checker FDR3 we have built up a fast verification method, which is now automatically
implemented in tle OnTrack tool. Table 3 summarises some verification times from real
world rail nodes on the East Coast Main Line. Note that, thanks to further tool
development of OnTrack, the times have dramatically improved during the course of the

DITTO project, andsd that now all the verifications are fully automatic.

11



Table 3: Verification Times on the East Coast Main Line

Rail Node Verification Time (for the whole plan)
Allington 0m23.199s

Barkston 0m18.371s

Werrington 0m14.546s

Grantham 45m27.161s

GoodPractice II: ERTMS Safety Verification in Real Time
Maude

ERTMS extends classical signalling systems by adding a radio block centre and adding
control computers to trains. This allows, in ERTMS/ETCS Level 2, speed and braking
curves of each individu&dain to be taken into accountfThese determine, for each train
individually, the train's braking point well in advance of the end of the movement
authority that the ERTMS signalling system had granted to the train. This will separate
trains by shorter magins (compared to classical signalling systems) and thus increase
capacity. Concerning formal safety analyses, for ERTMS it is necessary to develop and
analyse timed or hybrid models. Note thaas ERTMS level 2 still includes interlockings

¢ the challengs for formal safety analysis for classical interlocking designs remain, and
are extended by new dimensions.

More specifically, an ERTMS/ETCS system consists of a controller, an interlocking (a
specialised computer that determines if a requéesm the coi N2 £ t SNhradio a &l FSé€
block centre, track equipment, and a number of trains. Whilst the ERTMS/ETCS standard
details the interactions between the trains and track equipment (e.g., in order to obtain

concise train position information) and the radiambk centre and trains (e.g., to hand

out movement authorities), the details of how the controller, interlocking and radio

block centre interact with each other are left to the suppliers of signalling solutions,

such as our industrial partner Siemens Ratbfation UK. In thiexample we work

with the implementation as realised by Siememsl n the following we refer to this

system simply as ERTMS.

One development step when building an ERTMS system consists of developing a so
called detailed design. Givgreographical data such as a specific track layout and what
routes through this track layout shall be used, the detailed design adds a number of
tables that determine the locatiospecific behaviour of the interlocking and radio block
centre. To the bestfoour knowledge, our modelling of ERTMS is the first one comprising
all ERTMS subsystems required for the control cycle in ERTMS Level 2.

The objective of our modelling is to provide a formal argument that a given detailed
design is safe. Here we focus apllision freedom, though our model is extensible for

12
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dealing with further safety properties such as derailment andthroughs, and
potentially with performance analysis.

We base our modelling approach on R€ahe Maude, a language and tool supporting

the formal objectoriented specification and analysis of réiahe and hybrid systems. In
order to obtain a faithful model of ERTMS/ETCS level 2 on the design level, we follow a
methodical approach, established by the Swansea Railway Verification Group.

Asa first modelling step, we systematically identify the entities of ERTMS; describe their
abstract behaviour; and determine the abstract information flow between them, all in
line with the design by Siemens Rail UK, see Fiyure

Controller

Acknowledge Route Request / Cancel

Routes Available / ProoeedE
Interlodcing . Request to Proceed

RBC

Movement
Track Occupation Point Setting Authority
Request

Movement
Authority

: . Movement
H . i i
i Track Equipment Guidance/Beacons . Trains

.................................

Figure9: ERTM®rchitecture

Tables4 and 5show a series of verification results that have been achieved via
modelling.Theyhighlight the number of rewrite (orerification) steps needed for three
rail-yards against two different control strategies: a roenatbin contioller, which

follows a given timetable for route requests, and a random controller that can choose to
make any route requests at any time. For further details Jsae<t al. 201%.

Table 4: Verification Results of Model Checking with Restricted Contiralt&gy

Scheme Round Robin Controller Unbounded

Plan No Crash Tracks No Crash Distance
Passthrough 0.22s / 429,601 rewrites 0.25s / 585,862 rewrites
Cross 0.22s / 403,997 rewrites 0.25s / 514,958 rewrites
Twist 0.22s / 639,841 rewrites 0.48s /972,169 rewrites
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Table 5: Verification Results of Model Checking with Random Control Strategy

Scheme Random Controller in Time 300
Plan No Crash Tracks No Crash Distance
Passthrough 181.22s/ 190,680,755 212.26s/ 297,058,224 rewrite
Cross rewrites 841.28s/ 723,639,655 rewrite
Twist 891.50s / 503,331,780 1,340.09s/1,104,718,343
rewrites rewrites
1,222.79s / 652,668,124
rewrites

The results show that unbounded model checking is successful edrerol is
restricted, e.g., to our roundobin controller. This is due to the restrictions that such a
timetable puts on train movements through the scheme plan. However, when using our
random controller, the state space increases. Moreover, there deitia traces
possible, e.g., by the controller choosing the same route over and over again. Thus, we
provide results for up to a given time bound of 300 seconds. Note that this time is
enough to ensure that both trains can travel completelyotigh each 6the scheme

plans! y2 i KSNJ LIKSy2YSy2y Aa
NB lj dzA NB &
/I N} aK 5AailFy0Séd ¢KAAZ

/ NI & K
O2yRAGAZY

¢ NI O ¢
ab 2

GKFEG Y2RSt
FTS6SNI NBgNR(GSa

OKSO1 Ay 3

6 LILINR E A

T2ttt 20a

As expectd, model checking times increase with the complexity of the scheme plans.
One naive complexity measure would be the number of routes available in a scheme
plan. We note that there are five routes in the PHsough station; six routes in the
Cross; and ght routes in the Twist. This again follows intuition, as the random

controller has more freedom in more complex track plans. Note that this observation
does not necessarily carry over to the round robin controller: here, the order in which
the routes arerequested plays a role as well and can possibly overshadow this effect.
Finally, it is future work to consider more varied 4#@rds, and also how the frequency

of controller requests affects model checking results.

2.3 Capacity Assessment

Overcominghe constraints on railway capacity caused by nodes (stations and junctions)
on the rail network is one of the most pressing challenges to the rail industry. In 2007,

GKS !
biggesi

Y F2FSNYYSyil ¢
O2yGNROGdziA2Y (2

2 KAGS

2007, page 10)High capacity, however, is but one design aim within the railway
domain. Railways are safetyitical systems. Their malfunction could lead to death or
setious injury to people, loss or severe damage to equipment, or to environmental
harm. To this end, we aim to develop an integrated view of rail networks, within which
capacity can be investigated without compromising safety.
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Good Practice lll: Capacitpadlysis in Timed CSP

The process algebra CSP has successfully been applied tdingpdehlysingand

verifying railways for safety aspects, see Section 2.1 above. Solely concerned with safety,

this approach has ignored the aspect of time. Yet the capacity of a rail network node is

highly dependent on timemovinga point or moving a train through aode takes time,

sighting and braking distance are functions of time. Thus, rather than using CSP, we

apply Timed CSBuilding on earlier work (e.g. Roberts et al., 20I#prder to achieve

an integrated view on safety and capacity. To the best of oamedge we are the first

to consider railway capacity in Timed CSP or a related formalism. Timed CSP extends CSP

08 | ydzYoSNJ 2F 2LINI {i2NBX 2F 6KAOK ¢S dzasS Y2a
R GAYS dzyAdGaz FyR (KS R ®PfwhiehSilkt p&fan@s/aiithenINBE FA E 2 L
waits for d time units, before it behaves as P. Timed CSP speaks always about minimal

delays; i.e. Timed CSP guarantees that a process is inactive for d time units, the process

however can be inactive for longer.

The Wait dorocess allows us to model the time that a train needs to travel from one
end of a track to thether by setting d = track length / max speed, i.e., provided that the
train driver does not exceed the speed limit, it will take at least time d between ieigter
a track and leaving a track. (In the currembdelling we ignore the length of a train
Should he train driver decide to drivslower, this is covered by thisodellingas wel)
sinced is a minimal delay.

Of the various capacity notions within tihailway domain, we deal here with s@lled
GKS2NBGAOIT ySig2N] OFLI OAled a¢KS2NBIAOKEE O
principe can be scheduled as opposed to the capacity actually used. Capacity is often

regarded as an elusive concepthieh is not easy to define and measure. In general, it

can be described as below:

G/ F LI OAdGe RSGSNXYAYySa GKS YIFEAYdzY ydzYoSNI 2F (N
given railway infrastructure, during a specific time interval, given the operational
corR A (i A(Bobaabdl., 2012, page 57).

We illustrate our approach to capacity on an example given to us by Siemens Rail
engineersThe trackplanbelow (Figurel0) consists of two lines: a main line from A to C,
and a side line from A to B. The speed limit on the main line is 90mph, on the side line it
is 70mph.
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FigurelO: lllustrative Scheme Plan

In order to travel from the main line to the side line, a train has to pass the point on
track AJ at a speed whieth most can be 40mph. Here, we consider two scenarios. In
scenario 1, there is a speed limit sign at the end of track AH that forces trains to slow
down well before AJ. In scenario 2, this speed limit sign has been moved to the end of
track Al, indicatedby the dashed arrow in the picture above. The question is: how does
moving this speed limit sign affect capacity? The answer is given by Eigure

Figurell: CapacﬂyEnhancementfromMovmg a Speed Limit Sgn.

Figurellshows the predictions that we obtain with our motled). Given a period of

time, on the Y axis we have the number of trains that can be scheduled on the side line,
on the X axis we have the number of trains that can be scheduled on the main line. The
sold blue line represents the maximal schedules for scenario 2. We see that we can
schedule, e.g., 18 trains on the side line and 0 trains on the main line; 17 trains on the
side line and trains on the main line; etc. The grey area below the blue line s

the set of all possible schedules in scenario 2. The maximal schedules for scenario 1 are
given by the grey line, i.e., 17 trains on the side line, O trains on the main line etc.
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Speaking of capacity, we interpret the blue line (the grey line) athinaretical network
capacity of scenario 2 (scenario 1). Titiésed capacity will be any point below this line,
for scenario 2 the grey area indicates which choices are possible for tisedihpacity.
We see these lines as tloharacteristic curvesf the scheme plans under consideration.
Note thatg although not shown here also the control tables influence these curves. In
previous work we have demonstrated that control tables without overlap lead to higher
capacity than control tables without evlap (Isobe et al., 2012).

Our moddling and analysis confirms the expectation that the Siemens rail engineers had
with respectto the given example: moving the 40mph sign further down yields a
capacity gain. It will be future work farther calibrate he numbers.

Beyond computinghe characteristic curve of a rail node, it is also possible to check if a
given schedule is possible or not. Take for example the following two schedules:

Table 6: Comparison of two schedules

Schedule 1: Possible Schedule 2tmpossible

Train ID Time Destination | Train ID Time Destination
1 0 Line 1 1 0 Line 1
2 100 Line 2 2 100 Line 2
3 200 Line 1 3 200 Line 1
4 300 Line 1 4 220 Line 1
5 400 Line 2 5 400 Line 2
6 500 Line 1 6 500 Line 1

Table 6showsthe times when a train enters the network by moving on to track AE.
Schedule 1 and Schedule 2 differ on train 4, in schedule 1 it shall enter at time 300, in
schedule 2 it shall enter at time 220. Our tool says that the first schedule is possible,
while the second one is not.

It is also possible to produce possible schedakshown by Table 7.

Table 7: Possible Schedule

Train ID Time Destination
1 0 Line 2
2 27 Line 1
3 54 Line 2
4 87 Line 1
5 120 Line 2
6 153 Line 1

Table7 gives the beginning & possible schedule for capaciy2,16)¢ here, the first

number, 12, denotes the number of trains on the side line, and the second number, 16,
denotes the number of trains on the side line. Taking such a maximal schedule, we can
produce from it a smaller schedule, say for capacit (i by leaving out 6 trains with a
destination of Line 2 and 5 trains with a destinatiorLiok 1.

18
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While we see these results as promising, future work is needed in order to address
9 Calibrationg are the predicted numbers of trains realistic?
1 Scalabilityg how can we treat example of realistic size?
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3. Capacity Utilisation and Performance

In this section we examine the relationship between capacity utilisation and service
performance as delays are a key performance indicator of the system. Hence, this
relationship is at the crux of the monitoring and evaluation of rail system performance.
Therefore wewill define the key terms and provide some analysis of the relationships
between cpacity utilisation at nodes and secondary delays, which we highlight as an
area of good practice.

3.1 Capacity Definitions

Many definitions of rail capacity are available and are applied for different purposes and
in different contexts (Kontaxi and Ric2012). For the purposes of this work and
documentation, the most useful definition is the number of trains using a section of
infrastructure per unit time (usually per hour or day, or sometimes per tireer peak
period). Similarly, as noted by UIC@aDit is difficult, if not impossible, to identify a

unigue maximum theoretical capacity value for a railway system oissgtion, but this

is not necessary for the calculation methods used to evaluate capacity utilisation, as
described below.

Capacity tlisation is a measure of the extent to which the theoretical capacity of a
section of a railway system is being utilised, or consumed, and is expresthed as
percentage of the time period under consideration during which the infrastructure is
occupied

3.2 Capacity Utilisation at Nodes

As the capacity bottlenecks of the railway system, nodes (i.e. stations and junctions)

tend to limit overall capacity, and an understanding of their practical capacity utilisation

limits is therefore particularly valuable. However, because of their viitipand¢ in

some caseg complexity, both in terms of layout and train operations, they are difficult

and timeconsuming to model and assess. For these reasons, and in contrast to the

WL FAY fAYSQ ftAyla 0S06SSy y2riaGaidableunti I Yy RIF NR Y S
comparatively recently, and advisory upper limit capacity utilisation values have not yet

been established.

¢KS dzLJRFGSR 'L/ nnc W FLIOAGEQ €SFFESG o! L/ X
methodology from links to nodes, but did not specifiyaecommended upper limit
valuescg again, this partly reflects the variability and potential complexity of station and

junction layouts and operations. The follemn ACCVA (Assessment of Capacity
Calculation Values) project included among its objectiliesdentification of such
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upper limits, and this is part of the DITTO work, but the results to date have confirmed
the difficulty of identifying unique values, independent of location and layout.

3.3 Primary and Secondary Delays and their attribution

Chef measures of performance on the railway network in Britain are train punctuality
and reliability i.e. lateness (caused by delays) and cancellations, the focus of this work
being on delays. Delays are categorised as primary or secondary, primary ceteays b
attributed to trains suffering initial delays, such as mechanical failures, and secondary
delays to other trains that are in turn delayed as krookeffects of the primary delays.

hy . NAGFAYQa NIAfglear RSt & adadributediKtNGS S YA ydzi S
TRUST (Train Running Systems on TOPS (Total Operations Processing System)) database.

The attribution includes details of the service and Operator affected, the party

responsible for the delay (it could be the affected Operator, ano®eerator, Network

Rail or an External cause), and the date, time, duration and location of the delay. As well

as recording whether the delay is Primary or Secondary, additional, more sp=uifie

codes are also recorded, together with other relevant data. Historic delay data is

I gL AtlofSE G23SGKSNI 6AGK SELX Iyl G2Ne y2GSaz 2
W AZG2NRAO RStFe FdGNROdziA2y QX |0

https://www.networkrail.co.uk/whowe-are/transparencyand
ethics/transparency/datasets/#H

Note: the location information in the dataset takes the form of numeric STANOX (Station
Number) codes, and will normally be necessary to map these to the corresponding
location names or TIPLOC (Timing Point Location) codes, using the mapping included
with the dataset. This mapping is not necessarily-tmene.

3.4 The Relationship between Capacity Utilisatand
Secondary Delays

As capacity utilisation levels increase, the system becomes more vulnerable to
secondary delays, which cannot easily be absorbed by the system, and can instead
spread quickly and widely across the network. An illustration of thee&yptheoretical
relationship between capacity utilisation and secondary delay is shown in Figure 1
where secondary delay increases exponentially with capacity utilisation (note: the
relationship shown is indicative only, and is not intended to showitalsle upper limit
for capacity utilisation).
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Capacity Utilisation and Secondary Delay
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Figurel2: Theoretical Relationship between Capacity Utilisation and Secondary Delay

A more generalised representation of the interdependencies involved is shown in Figure
3.2 (UIC, 2004). Performance asetondary delays are a reflection of timetable stability,
while capacity utilisation increases with the number of trains and their heterogeneity,
and is also affected, less directly, by their average speed. Figulastrates two

service types: mixedain working with high average speeds and service heterogeneity,
but with modest capacity and stability (this will be akin to our East Coast Main Line case
study) and metro train working with lower average speeds and heterogeneity but higher
capacity andtability. It should be noted that low levels of capacity utilisation are not a
guarantee of a stable, reliable timetable, since this also depends upon the detailed
planning of and interactions between services; however, all things being equal, higher
levek of capacity utilisation are likely to result in reductions in timetable stability.
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Figurel3: Interdependencies between Operating Characteristics and Timetable
Stability

Good Practice IV: Analysis of the Relationship between Nodal
Delays and Capacitytilisation

Nodal delays can be identified in the TRUST datasets as records with the same start and
end locations, and can be extracted for locations of interest by selecting the appropriate
STANOX codes or, once the appropriate mapping has been densgritesponding

TIPLOCSs or location names. Secondary delay records and different causes of delay can
similarly be selected; if the focus (as was the case for DITTO Railway Systems) is on
congestionrelated reactionary delay (CRRD), the following causessldeuld be used:

YA, YB, YC, YD, YE, YF, YGAly&ample of the attribution process which emphasises
the role of nodes, and particularly stations, in delay propagation is showralbig8.

Our starting point was to use the Capacity Charge Recalibrdttaset (2012) used by
Arup in work for ORR. This contained 458,000 records of nodal ¢lstaye 26% of the
total of over 1.74 million delay incidents. From this dataset, 57,958 records were
extracted for the London and North Eastern route which inctldg5 TIPLOCs. It was
found that 146 nodes accounted for over 90% of nodal delays and all these nodes
related to passenger station or freight terminals. The top six categories, accounting for
83 nodes and 41,612 delay incidents (over 70% of the route)tatalshown overleaf.

2 See http://nrodwiki.rockshore.net/index.php/Delay_Attribution_Guide
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Table8: Example of Attribution of Delays to Nodes
(See also Armstrong and Preston, 2015)

Node Classification No. of Nodes No. of CRRD Incidents
Complex, Major Station 11 18,887
Freight Terminal 35 6,847
Complex, Mediunstation 10 5,734
Complex, Minor Station 8 5,721
2-track through Station 15 2,393
2-track Terminus 4 2,030

As indicated above, only limited guidelines are available for capacity utilisation
calculations at junctions and stations: ftwmal guidelines are availabfer the Capacity
Utilisation Index CUI) approach used in Britais({bson et al., 2002and, while updated
UIC 406 provides an outline methodology, it does not include any guidance for capacity
utilisation calculations fotrains calling (i.e. arriving, stopping and then departing) at
stations, or for trains arriving and terminating their journeys, and then going out of
service or forming subsequent originating departures.

It will typically be impractical to identify a gjie level of capacity utilisation for a station

or junction, unless it is formed of a single track and platform, or a single switch or set of
points. For more complex locations, it will be necessary to subdivide the layout into
separate tracks, switches diplatforms, and assess their individual levels of capacity
utilisation, paying particular attention to the busiest and most critical infrastructure
elements. Depending upon the nature of the elements in question, individual levels of
capacity utilisatiorcan be calculated by means of the standard timetable compression
approach, using minimum headways, junction margins, dwell times, platform
reoccupation times and turnaround times as appropriate (locatipacific or general

values forthese canbefoundinS G 6 2 NJ wl Af Q& ¢ ACs&RUl 60t S tfFyyAy
http://archive.nr.co.uk/browse%20documents/Rules%200f%20The%20Route/Viewable
%?20copy/roprhome.pdf

For the purposes of investigating relationships between capacity utilisation and
performance at nodes, capacity utilisation values should be calculated for, and delay
data records assigned to and aggregated for, comtitor bands(the delay records are
assigned tdgime bandson the basis of their recorded start time). Thesae bandswill
typically be of one hour, but users may choose their own to suit their circumstances and
needs: previous work, including DITTO Railway Systems, has found tHabartane
bandsOl y LINR RdzOS |j dzA (i S -NeyréniedhanddveNBoandiziol 4~ | YR {1 K NX
produce improved levels of correlation. The use of thheair time bandshas the

additional advantage of mapping onto the typical morning and evening peak travel
periodsof 07:00- 10:00 and 16:0019:00 and also fitting the threbour intervals

between the peaks. Separate capacity utilisation calculations and delay allocations will
typically need to be undertaken for weekday, Saturday and Sunday timetables, to reflect
their different characteristics. In cases where occupancy of an infrastructure element

24


http://archive.nr.co.uk/browse%20documents/Rules%20Of%20The%20Route/Viewable%20copy/roprhome.pdf
http://archive.nr.co.uk/browse%20documents/Rules%20Of%20The%20Route/Viewable%20copy/roprhome.pdf

manner.
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departs at 07:03), the occupancy time should be split between the two timegsri
and the resulting occupancies for both periods compressed and assessed in the usual
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For simple, twetrack, two-platform stations, delay data can be separated and assigned
by direction, and the relationship with capacity utilisation plotted, as shown in Figure
for Platform 1 (westbound) of Knaresborough station.

Knaresboro' Platform 1 3-Hourly CU vs. CRRD
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Figurel4: 3-Hourly CRRD vs. Capacity Utilisation for Knaresborough Platform 1

For more complex stations, the assignment of delay records requires further
consideration, and simply assigning them by direction may not be sufficient, and could
produce misleading results. Faxample, Grantham station, on the East Coast Main Line
is shown in Figuré5, with Platform 1 on the southbound main line, and Platform 4 on
the branch. The relationships between capacity utilisation and aggregate southbound
delay for both platforms are shn in Figured6and17.
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Figurel6: Capacity Utilisation and\ggregateSouthbound Delay at Grantham Platform
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Figurel?: Capacity Utilisation and Aggregate Southboundl&y at Grantham Platform
4

Thecorrelation shown for Platform 1 is quite high, at 82.04%, and delay is seen to
increase quite sharply at what seem to be sensible levels of capacity utilisation, i.e. 50%
-60%. For Platform 4, the correlation is greater, but the capacity utilisati@fslave

quite low (reflecting traffic levels at and past the platform), and delay is seen to increase
markedly atvery lowcapacity utilisation levels of 8%40%, which is both pessimistic

and misleadingAlthough this might be reflecting a capacity caasit upstreamor
downstream of Platform Ze.g. the crossover at the southern throat of the station, the
more likely explanation is that the attribution of delays to Platform 4 leadsdjpurious
correlation.This in turn,confirms the requirement for wre detailed assignment of

delay data for even slightly complex infrastructure layouts. Such an approach was
applied to the assessment of Peterborough station, whose layout is shown in Egure
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